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A basic goal in life sciences is to understand where mechanisms in the cell, like gene repli-
cation or mutation, originate from or why certain molecules perform their function in the way
they do. The tremendous complexity of life forms makes it necessary to explain mechanisms in
the cell from less complex forms. A tempting Gedankenexperiment to reduce the complexity
of analysis of mechanisms in the cell is to look for a system of small chemical compounds that
intrinsicly shows some essentials of life. One of those molecules in question is ribonucleic acid
(RNA), a macromolecule closely related to DNA. It can form a great many of both, rigid and
flexible structures.

One of the properties that put RNA in the role of being a major player in early life de-
velopment is its double capability of both storing information and performing function. The
efficiency by which RNA performs some of its functions under different environmental condi-
tions can hardly be explained from the few canonical building parts of that molecule alone.
An extension to that set of building blocks are nucleobase modifications and ions binding at
specific sites. The common bracket of this work is to examine the effect of modifications ions
and temperature on RNA structure and flexibility.

The method employed in this thesis to examine those effects is molecular dynamics (MD)
simulations. Configurational space is sampled by means of numerical integration of the equa-
tions of motions of molecule and solvent. From that sampling, general biophysical properties
can be derived. Additionally MD offers atomistic descriptions of biomolecular processes.

RNA primary structure must be viewed as coding for a plethora of conformers in tertiary
structure depending on the values regulating parameters take [1]. In this respect an un-
derstanding of the effect of temperature change on RNA structure and dynamics can help
understanding RNA thermosensors and thus gene regulation and expression on the one side
and the great stability some RNA structures can maintain even through a wide temperature
range on the other side.

The type of RNA that is most affected by posttransscriptional modifications is transfer
RNA or tRNA [2]. It was chosen as subject of MD simulations because of its pivoting role
in the process of translating genetic code into proteins, its well known structure and modest
size. Nucleotide modification can strongly affect the ability of tRNA to perform its biological
function which may lead to death of its hosting organism.

Nucleotide modifications are conserved between cytoplasmic tRNAs of different species even
though their sequences are not [3]. This speaks for a important function of these modifications
even under different environmental conditions. Yet the actual function of many of these
modifications and the specific way of how they work is not fully understood even though some
of them are essential for life [4].

Another factor that influences tRNA stability are magnesium ions. It is known that mag-
nesium helps tRNA folding and maintaining tertiary structure and is thereby essential for its
biological function [5]. What is unknown so far is how magnesium ions affect the structure of
tRNA on an atomistic level. Their effect on the overall structural stability of tRNA will be
investigated along with the mutual impact of magnesium ion binding to RNA and nucleotide
modifications.

By simulation of tRNA in different setups ex- or including magnesium ions and nucleotide
modifications insight into atomistic effects of these as well as their impact on general dynamics
of tRNA will be gained.
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1
RNA in the cell

Biological implications of nucleotide modifications, ions and temperature on transfer RNA can
be understood only in terms of the processes and molecules transfer RNA interacts with. The
following chapter will provide some biological background of these molecules and processes.

1.1 Central Dogma of Molecular Biology

To classify RNA in the process of life, the general concept of information flow in the cell
shown in Fig. 1.1 is useful. Watson and Crick published that concept known as central dogma
of molecular biology in 1958 [6, 7]. It states that information flow always goes forward from
nucleic acid to protein. Multiple tasks sketched in Fig. 1.2 are performed by different kinds
of RNA listed in Table 1.1.

Table 1.1: Examples of RNA and their biological role, showing its involvement in multiple
vital processes.

Abbreviation Name Process associated

mRNA messenger RNA information storage; translation
tRNA transfer RNA translation
rRNA ribosomal RNA translation [8]

pre-mRNA precursor mRNA information storage; processing

snRNA small nuclear RNA processing

siRNA small interfering RNA gene regulation
aRNA antisense RNA gene regulation

miRNA micro RNA gene regulation

11



1 RNA in the cell

Figure 1.1: Central Dogma of Molecular Biology as stated by Crick [7]. Transfers that not
depicted by arrows are unlikely to be discovered. The central role of RNA in
molecular biology can be immediately understood from its position in this figure.
Solid arrows show general transfers, whereas dotted refer to special ones.

Figure 1.2: The central dogma of biology helps to classify the processes RNA is involved in
(black and colored arrows). Gray arrows show other transfers not involving RNA.
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1.2 Translation

1.2 Translation

Ribosomes are molecular machines that read genetic code transmitted to them by messenger
RNA (mRNA) and produce proteins according to that code. This process is called translation.
Amino acids needed to build proteins are delivered to them by transfer RNA (tRNA). For
different amino acids different kinds of tRNA are used.

The ribosome comprises three different binding sites for tRNA; the accommodation site
(A), the peptide site (P) and the exit site (E). See figure 1.3 for a schematic overview of the
ribosome and the elongation cycle in which new amino acids are incorporated into the nascent
peptide chain (NPC).

The elongation cycle starts after initiation of the ribosome. One tRNA is present then at
the P-site. An additional tRNA charged with an amino acid reaches the ribosome and is
checked for matching the codon on the mRNA at the A-site. If that is the case, tRNA is
incorporated into the ribosome with the help of the elongation factor TU (EF-TU). After the
peptide transfer reaction took place the nascent peptide chain is now bound to the A-site
tRNA with an additional amino acid incorporated. Elongation factor G then helps tRNA to
move from the A to the P-site and from the P to the E-site. The E-site tRNA can now leave
the ribosome. From that point the cycle starts again.

New amino acids will be incorporated into the nascent peptide chain until a stop codon is
read, at which point translation termination is initiated. Finally, the peptide chain leaves the
ribosome and the two subunits of the ribosome dissociate.

1.3 Aminoacyl-tRNA synthease

The tRNAs that leave the ribosome need to be aminoacylated again. Aminoacyl-tRNA synth-
eases (aaRS) fulfill this task. These enzymes catalyze aminoacylation of tRNA [9] by the use
of adenosine-triphosphate (ATP) hydrolysis to adenosine-monophosphate (AMP).

For each amino acid exists a specific aaRS which charges the cognate tRNA with high
fidelity rates of one error per 10,000.

13
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2
RNA biochemistry

To understand how RNA performs its biological tasks, a look at its structure at all levels from
atomistic to tertiary structure is inevitable. The following chapter will give an introduction
to RNA and define the terms used in this thesis.

2.1 Chemical components of RNA

RNA is a macromolecule consisting of a few building blocks in micro RNA up to many thou-
sands in mRNA. Those blocks are called nucleotides.

Figure 2.1 shows that nucleotides in RNA consist of a nucleobase (blue, denoted by R), a
ribose sugar (green) and a phosphate (red). Each sugar is connected via the 3’ and 5’ position
to a phosphate oxygen, thus forming the backbone of RNA. While the phosphate and the
sugar group do not change, different nucleobases determining RNA structure and function are
attached at the 1’ end of the sugar.

Nucleobases are purine or pyrimidine derivatives. These heterocyclic organic compounds
are shown in Fig. 2.2. Their basic character is due to the lone electron pair at one of the
nitrogen atoms.

There are four canonical nucleobases in RNA. These are adenine, guanine, cytosine and
uracil. Three subsequent canonical nucleobases on an RNA strand can form a codon when
they are involved in the information flow in the cell as depicted in Fig. 1.1.

Nucleosides arise from the linkage of the 1’-carbon atom of the ribose to the 9-nitrogen of the
purine nucleobase (1-nitrogen for pyrimidines respectively) shown in figure 2.1. If a phosphate
group binds a nucleoside via an ester linkage at the 3’ or 5’, the emerging compound is called
nucleotide.

15



2 RNA biochemistry

Figure 2.1: Primary struc-
ture of RNA.
Phosphate
group is shown
in red, the
sugar group in
green and the
blue R denotes
the nucleobase.

Figure 2.2: Purine (light blue) and pyrimidine (dark blue) are the bases all nucleobases are
derived from. Adenine, guanine, uracil and cytosine on the right are the canonical
ones found in RNA. Zigzag lines indicate binding sites to the sugar.
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2.2 Secondary structure

Figure 2.3: Canonical Watson-Crick base pairing between cytosine and guanine.

RNA-strands are established when nucleotides join each other by an ester bond at the 5’ or
3’ end, respectively. Thereby they form a nucleotide chain with a 3’ and a 5’ end.

2.2 Secondary structure

Analogous to proteins there are multiple intramolecular interactions within an RNA chain.
These interactions stabilize the secondary structure of RNA. The main contribution to in-
tramolecular interactions are hydrogen bond interactions.

2.2.1 Base pairing

By their very shape and position of hydrogen bond donors and acceptors, nucleobases can
form pairs with very high hydrogen bonding energies. An cytosine-guanine base pair is shown
in Fig. 2.3 as an example; adenosine and uridine base pair in a similar manner.

Non-canonical base pairing

Alternative interactions between hydrogen bond donors and acceptors are possible [10, 11].
Those interactions are named according to the nucleoside edges involved as shown in Fig. 2.4.
For these interactions symbols are introduced in secondary structure sketches according to
Fig. 2.5. C-H edge and Hoogsteen edge will be used synonymously further on.

2.3 Tertiary structure

2.3.1 Base stacking

Base stacking occurs between bases that are arranged one upon another as shown in Fig.
2.6. The stacking interaction is caused by overlapping p-orbitals. Base stacking stabilizes the
tertiary structure of RNA.

17



2 RNA biochemistry

Figure 2.4: Edges involved in non-canonical base pairing for pyrimidines(left) and
purines(right).

Figure 2.5: Symbols used to indicate base pairing. Cis conformations of the nucleobase-sugar
bonds are shown with filled symbols, trans with empty. Different edges interacting
with each other are shown as a combination of symbols.

Figure 2.6: Base stacking interaction indicated in red.
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3
Molecular dynamics simulations

This thesis is aiming at deriving biophysical properties of RNA on an atomistic level. These
thermodynamical properties can be derived from its phase space density. Therefore, a methods
for sampling phase space is desirable. Methods aiming at that goal are Monte Carlo (MC) [13]
or molecular dynamics (MD) [14] simulations. An outline of the approximations made that
lead to the molecular dynamics simulations method this thesis relies on will follow. We will
use MD simulations in this work which will be subsequently derived from basic quantum
mechanics, the Schrödinger equation describing the movement of nuclei and electrons,

H|ψ〉 = ih̄
d

dt
|ψ〉 . (3.1)

3.1 Physical approximations

The time dependend Schrödinger equation for more than two particles can in general not be
solved analytically. A numerical approach will fail due to limited computing powers. Fig. 3.1
shows where a computational approach is amenable. To be able to use numerical methods,
three approximations of the Schrödinger equation are applied, resulting in an integration of
Newtonian equations of motion of particles in a force field.

3.1.1 Born-Oppenheimer Approximation

Born and Oppenheimer developed an approximation for the solution of the Schrödinger equa-
tion of a system that has slow moving heavy (nuclei) and fast moving light parts (electrons).
For a given set of nuclei (charges Zi, masses M and positions Ri) and electrons (charges e,

21



3 Molecular dynamics simulations

Figure 3.1: Classification of physical systems. A computer simulation approach is amenable
for the shaded fields. Adapted from van Gunsteren [12].

masses me and positions ri) the Hamiltonian H reads:

H = Tn + Te + Vn,e + Vn,n + Ve,e (3.2)

:= Tn + He

= −
∑

n

h̄2

2Mn
∇2

n −
∑

e

h̄2

2me
∇2

e +
1

2

∑

e

∑

e

e2

|ri − rk|

+
1

2

∑

n

∑

n

ZiZje
2

|Ri − Rk|
+

∑

n

∑

e

Zie
2

|ri − Rk|
.

The Born-Oppenheimer Approximation assumes that the heavy nuclei and the light electrons
states can be regarded uncoupled. The approximated Schrödinger equation for the wave
function of the nuclei |ψn〉 is

(Tn + V (r)) |ψn〉 = ih̄
d

dt
|ψn〉 . (3.3)

V (r) is further approximated by a semi-empirical potential which is called force field.

3.1.2 A force field as approximation for the potential V (r)

Force fields approximate the potential V (r) as a sum of interaction functions. These interac-
tion terms are listed in Table 3.1.

3.1.3 Newtonian equations of motion replace the Schrödinger equation

Because it is too costly computationally to solve eq. 3.3, the Schrödinger equation of motion
of the nuclei is replaced by the Newtonian equations of motion. The correspondence principle
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3.1 Physical approximations

Table 3.1: Empirical terms that approximate the electron potential. The Ki denote the force
constants, rij the distance between atoms i and j, Pn the periodicity for the dihe-
dral potential, γ its phase angle and A(i, j), B(i, j) the van der Waals interaction
parameters.

Interaction Force Field Term Graphical Representation

Bonded

bond stretching
∑

bonds
1
2Kb (rij − r0)

2

bond angle vibrations
∑

angles
1
2Kθ (θ − θ0)

2

extraplanar motions
∑

imp
1
2Kξ (ξ − ξ0)

2

dihedral torsions
∑

dih
Kφ

2 (1 + cos(Pnφ − γ))

Non-bonded

van-der-Waals
∑

i,j −
A(i,j)

r6

ij

+ B(i,j)
r12

ij

Coulomb
∑

i,j
qiqj

4πεrε0rij
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3 Molecular dynamics simulations

gives the classical expression

m
d

dt
v =

d2

dt2
r = −∇V (r) = F (r) . (3.4)

By that the system propagates from a set of starting coordinates to sample phase space.

3.1.4 Numerical integration of the equations of motion

Still, equation 3.4 usually cannot be solved analytically for more than three atoms. Therefore
this equation is integrated numerically. The leap-frog algorithm is used in this work. It follows
the following integration scheme:

v(t + ∆t/2) = v(t − ∆t/2) +
∆t

m
F (r(t))

r(t + ∆t) = r(t) + ∆tv(t + ∆t/2) .

For reasons of numerical stability the integration time step ∆t is chosen an order of magnitude
faster then the time-scale of the fastest motions in our simulations. The fasted motions are the
bond-stretching motions of hydrogen atoms. They are constrained with the Lincs algorithm
and are not taken into account. The bond-angle vibrations are timescale of 20 fs. For that
reason the integration time step is ∆t = 20/10 = 2 fs.

3.1.5 Finite system sizes - periodic boundary conditions

System sizes have to be reduced to feasible particle numbers, which are orders of magnitude
smaller than the number of particles in a cell. By the reduction of system sizes surface effects
become more and more important. The disadvantage of surface artifacts caused by walls can
be ruled out by periodic boundary conditions. A unit cell (called box) spanned by the vectors
l1, l2, l3 is defined. All simulated particles reside in this box. Fig. 3.2 shows the basic concept
of periodic boundary conditions, any time a particle would leave the box it will be shifted
back into the box by a linear combination of l1, l2, l3. All particles interact with their periodic
images. These periodic images are copies of particles in the unit cell and occupy all possible
positions with respect to shifts along all linear combinations of the box vectors.

3.1.6 Finite and infinite interaction ranges - PME electrostatics and Lennard
Jones cut-offs

For long ranged interaction terms theoretically all particles and their periodic images would
have to be accounted for. From that an infinite number of interaction terms arises. For po-
tentials that fall off quickly a cut-off defines the largest distance at which particles interact in
simulations. Fig. 3.3 shows that potentials that fall off slower or equal with the power of one
the error for a cut-off method cannot be estimated as the harmonic sum diverges. Approxima-
tions of long range electrostatic interactions were found to greatly affect simulation results of
nucleic acids and proteins [15, 16]. For that reason long range electrostatic interactions have
to be dealt with good accuracy while not consuming too much computational time. For this
purpose Ewald summation is used in this work. Interaction terms above a certain cut-off are
approximated in reciprocal space. By that long-range interactions can be taken into account
while the algorithm still runs with O(number of particles) still [17].
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3.1 Physical approximations

Figure 3.2: Periodic boundary conditions: A particle (red) in the unit cell (black) and its
periodic images (light red). When moving into one of the grey cells it is shifted
back to the black cell.

Figure 3.3: For periodic conditions in one dimension the coulomb interaction between a
charged particle and its periodic images is a harmonic sum and thus diverges.
No matter how many periodic images are taken into account, the interactions left
out are still infinite.
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3 Molecular dynamics simulations

3.2 Set of starting coordinates

To start a simulation a set of coordinates must be chosen that describes a representative
state of the molecule of interest. In this thesis they are chosen from X-ray crystallography
data which can be found in the PBD (Protein Data Bank) or NDB (Nucleic Acid Database).
Additional data is available from nucleic magnetic resonance (NMR) experiments [18,19].

3.3 Constant temperature and pressure simulations

Constant pressure and temperature are the canonical conditions in which biophysics experi-
ments take place. To come close to these conditions, our simulations employ algorithms that
ensure sampling of an ensemble that is isobaric and isothermal. Another constant is the num-
ber of particles as no chemical reactions are accounted for in our model. With these three
constants all simulations generate an isobaric-isothermal ensemble (N,p,T).

3.3.1 Pressure coupling

The pressure in our simulation systems is kept constant by the two different methods for equili-
bration and unconstraint MD simulation. The Berendsen pressure coupling [20] rescales box
vectors and coordinates every step in the MD simulation. The Parinello-Rahman pressure
coupling [21] rescales the box vectors and changes the equations of motion. In contrast to
Berendsen the Parinello-Rahman barostat gives the right thermodynamical ensemble.
For situations far from equilibrium there are large box size fluctuations which might cause the
simulation to crash when a Parinello-Rahman barostat is employed. For that reason the
Berendsen barostat which is more stable in this respect is used for the equilibration of the
system whereas Parinello-Rahman is used for free MD simulation.

3.3.2 Temperature coupling

Analogously to pressure coupling there exists a Berendsen thermostat and a Nosé-Hoover

thermostat [22]. The Berendsen thermostat scales the velocities of each particle. Nosé-

Hoover introduces a friction term into the equations of motion with a friction parameter
that evolves with time in dependence of the difference of the actual to the target temperature.
Even though the actual pressure and temperature fluctuate during the simulations the Nosé-

Hoover thermostat ensure a correct thermodynamical ensemble for given temperature and
pressure while the Berendsen thermostat does not exactly but does not crash at larger
temperature deviations. For that reason we employ Berendsen temperature coupling for
equilibration while the Nosé-Hoover is used for the free MD run.

3.3.3 The isobaric-isothermal ensemble

For a system with N particles coupled to a temperature bath and held at constant pressure
we find the probability of occupying a microstate to be

ρ (x1, . . . , x3N , p1, . . . , p3N , V ) =
e−βE(x1,...,x3N ,p1,...,p3N )−pV

Ξ
. (3.5)
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3.3 Constant temperature and pressure simulations

Where Ξ is the partition function for a isobaric-isothermal ensemble. All thermodynamic
properties can be derived from that partition function. Of particular interest is the free
energy of a system as free energy differences can be measured experimentally.

G = −kBT ln Ξ . (3.6)

A molecular dynamics simulation gives a point cloud in phase space whose density approxi-
mates the phase space density of a real system. As kinetic energy terms can be assumed to
cancel out and volume deviations are small analyses usually reside to conformational space.
As the solvent dynamics happen on a much faster time scale than of the macromolecule, the
conformational space analysis can usually be restricted to the macromolecule of interest.
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4
A representation for arbitrary

triclinic simulation boxes

4.1 Introduction

A constructive method for displaying the Wigner Seitz cell based on arbitrary triclinic lattice
vectors was developed in course of this thesis. This visualization method helps to judge wether
the choice of a simulation box is appropriate.

Computational time is proportional to the number of particles that are simulated. In our
simulations the solvent surrounding the protein is explicitely taken into account. Simulation
time will be reduced considerably if the number of solvent molecules is reduced. For simulations
carried out under periodic boundary conditions, one way to reduce the amount of solvent is
the use of non-cubic simulation boxes by the introduction of arbitrary triclinic lattice vectors.

The number of solvent molecules cannot be reduced arbitrarily. To avoid artefacts that arise
from solutes that interact with its periodic images the closest distance of a molecule to its
periodic image should not be smaller than a minimum threshold. The volume around a point,
that is closer to that point than to any other point is defined as Voronoi cell [23] in general
and as Wigner Seitz cell (WSC) for a lattice in particular. This WSC helps to visualize the
distance of one molecule to its closest periodic images. Such a WSC in two dimensions and
its construction are shown in Fig. 4.1.

4.1.1 A method for finding the vertices of the WSC

Without loss of generality let the point the WSC shall be constructed around be the origin of
the coordinate system. A set of basis vectors e1, e2, e3 defines the lattice and a metric tensor

G = (eiej)3×3. (4.1)
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4 A representation for arbitrary triclinic simulation boxes

Figure 4.1: The construction of a WSC in two dimensions by perpendicular bisectors shown
in different colours. On the left side two perpendicular bisectors intersect at point
r which is not in the WSC because l1 + l2 is closer to it than the origin. The WSC
is the white polygon around the mid point on the right side.

This metric tensor defines the inner product for vectors with lattice coordinates a and b:
〈a,b〉 = aT Gb.

A point r is in the WSC if and only if for all lattice points li that point is closer to the
origin than to another lattice point,

〈r, r〉 < 〈li − r, li − r〉 (4.2)

〈li, r〉 <
1

2
〈li, li〉.

Thus 〈li, r〉 = 1
2〈li, li〉 defines an equation for planes that margin the WSC. The WSC is

therefore a polyhedron.

The vertices of the polyhedron that defines the WSC are intersections of three planes margin-
ing the WSC. The intersection points of all combinations of three perpendicular bisectors are
calculated. The intersection point is then checked for being inside the WSC.

For an intersection point r the following set of equations must hold

l1
TGr =

1

2
l1

T Gl1 (4.3)

l2
T Gr =

1

2
l2

T Gl2

l3
T Gr =

1

2
l3

T Gl3 .

Here l1, l2 and l3 denote the lattice points whose perpendicular bisectors to the origin are
intersected.

With li = (li1, li2, li3)
T , L = (lij)3×3, linearly independent li and λ = Diag(LGLT ) this can
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4.1 Introduction

Figure 4.2: A reduced basis g1
′,g2 for the original basis g1,g2; both describing the same

lattice.

be written in matrix form as

LGr =
1

2
λ (4.4)

r =
1

2
(LG)−1 λ . (4.5)

4.1.2 Lattice reduction

On the one hand condition 4.3 had to be checked for all lattice points. On the other hand only
neighboring points contribute to the construction of the WSC. Lots of computational effort
can be saved when only checking for these. This can be archived by lattice reduction. In a
reduced lattice the neighbors of the origin are points with indices (i, j, k); i, j, k ∈ {−1, 0, 1}.
A lattice reduction in two dimensions is shown in Fig. 4.2. An algorithm for creating such a
basis efficiently in three dimensions has been found by Semaev [24].

4.1.3 Projection back to canonical coordinates

The resulting vector r points to the position of the vertices of the WSC in lattice coordinates.
To project it back to cartesian coordinates for visualization it is necessary to reevaluate its
canonical cartesian coordinates. This can be done by choosing a basis of the form

e1 = (e11, 0, 0); e2 = (e21, e22, 0); e3 = (e31, e32, e33) . (4.6)

It follows

e11 =
√

G11 (4.7)

e21 = G12/e11 (4.8)

e22 =
√

G22 − e2
21 (4.9)

e31 = G13/e11 (4.10)

e32 = (G23 − e21e31) /e22 (4.11)

e33 =
√

G33 − e2
31 − e2

32. (4.12)
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4 A representation for arbitrary triclinic simulation boxes

4.2 Implementation

A c++ routine reads in the box data given in a pdb file and writes a sequence of pymol

directives containing vertices and edges [25]. These are used in pymol to visualize the Wigner
Seitz cell. The algorithm follows the geometrical construction. It intersects the perpendicular
bisectors of three lattice points close to the origin. Then it checks wether this point is indeed
in the Wigner-Seitz cell. If this is the case it is stored. After finding all vertices the edges are
calculated by checking if two of the three planes that give a vertex intersection points are the
same. The basic flow chart for the calculation of vertices and edges is given in Fig. 4.3.

4.3 Results

Figures 4.4-4.6 show representations of simulation systems in non-cubic boxes. For the
tRNA system which can rotate freely a box which is as spherical as possible—the rhom-
bic dodecahedron—is suitable, visualized in Fig. 4.4. For membrane pore system which is
confined in orientation a hexagonal prism was chosen which is visualized in Fig. 4.5. An
arbitrarily chosen cell is visualized in Fig. 4.6.

The algorithm depicted in 4.3 takes on average 300 ms on a AMD Athlon 64 X2 4400+
using one processor (2200 GHz). Excluding the time to read in box vectors from a pdb file
and the time to write out the graphics directives the core routine takes 170 ms.

4.4 Discussion

The time which is needed for evaluation of the WSC is small enough for a visualization for a
single frame in pymol. For non canonical triclinic box vectors the WSC has been correctly
determined. For animation purposes of changing WSC cells due to changing box vectors a
further optimization will be needed that reduces the evaluation time below the time resolution
of the eye which would be less than 50ms.

There are two possible lines along improvement can take place. One might employ an
algorithm that uses the Delaunay triangulation [26]. From that an evaluation of Voronoi
regions is easily possible [27]. Another option is to reduce the number of neighbors used in
the construction by analyzing the metric tensor properties first.
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read box vectors PDB file

calculate lattice
reduced metric tensor

G

Do: all 3 × 3 matrices
with entries −1, 0, 1

calulate r (eq. 4.5)

(eq. 4.3)
holds for all
neighbours

store vertex and indices

vertices

Do: all pairs of stored
neighbour indices

neighbour
indices

two
common
indices

append to

edges

create graph-
ics directives

no

yes

no

yes

Figure 4.3: Flow chart of the algorithm used to determine vertices and edges of the polyhedron
delimiting the WSC.

33



4 A representation for arbitrary triclinic simulation boxes

Figure 4.4: tRNA in solution setup in a dodecahedron box. Visualized with pymol using the
here developed WSC algorithm on the left and the standard triclinic box already
available in green and in blue the rectangular box internally used in Gromacs.

Figure 4.5: Simulation system of a membrane channel in solution in a hexagonal prism box
visualized with pymol using the here developed WSC algorithm. See two orien-
tations of the same system.

Figure 4.6: Different orientations of a WSC representation of an arbitrary triclinic basis (Box
vector length and angles are: a = 68Å, b = 51Å, c = 81Å, α = 100◦, β = 65◦, γ =
80◦).

34



5
Analysis methods

5.1 Root mean square deviation

The root mean square deviation (RMSD) is a measure for the similarity of two structures in
terms of the coordinates of the single atoms. It is defined as the quadratic mean of the
deviation of the pairwisely compared coordinates, thus for two sets of N coordinates xi1 , xi2

at times t1 and t2 expanding to

RMSD12 =

√

∑N
i=1 (xi1 − xi2)

2

N
. (5.1)

By its definition it is a distance measure in conformational space. It is used during this
thesis to estimate equilibration times and flexibility of a structure.

As global rotational and translational movements of the system as a whole are not accounted
for in RMSD analysis by fitting structures to a reference before calculating the RMSD.

5.2 Root mean square fluctuation

The root mean square fluctuation (RMSF) is a measure for the standard deviation from the
mean position of the coordinates of a certain atom over a time T − T0. It is defined as the
quadratic mean of the deviation of the coordinates x of an atom from its mean position 〈x〉.
It is expressed as

RMSF =

√

∑T
t=T0

(x(t) − 〈x〉)2

N
. (5.2)

The RMSF is a measure for the motility of an atom over a given timespan. It can be compared
to the Debye-Waller or B-factor that accounts for the thermal motion of molecules in x-ray
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5 Analysis methods

Figure 5.1: Principle Component Analysis in 2 dimensions on an arbitrary set of data.

crystallography by

RMSF =

√

3B

8π2
. (5.3)

5.3 Principal component analysis

Principal component analysis (PCA) tries to restrict the analysis of 3N dimensional confor-
mational space to subspaces that contain the most relevant information on the systems phase
space behavior [28]. This is done by constructing a new orthogonal basis set. This basis set
is chosen such that the variation of the projection of the analyzed points onto the first basis
vector is maximal. Then the second is chosen to be orthogonal to the first one and to again
maximise the variation of the data projected onto it. Figure 5.1 shows a PCA performed
on a set of two-dimensional data. The new basis vectors are obtained by diagonalizing the
covariance matrix of given data. The eigenvectors correspond to the basis looked for while
the eigenvalues weight the information given by a system by the data projected on a certain
corresponding eigenvector.

5.4 Full correlation analysis

The motions PCA modes describe do not need to be uncoupled. The reason for that lies in the
orthogonality of the PCA modes. The full correlation analysis (FCA) tries to minimize the
mutual information of these modes [29]. With the software employed here (g_fca) this is done
by taking the PCA eigenvectors as an initial guess and then rotating them independently to
minimize the mutual information of these. The coordinate transformation to the FCA basis
set used in this approach is linear.
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5.5 Base pair interactions

5.5 Base pair interactions

The base pair interactions have been determined by an algorithm developed by Yang et. al [30]
by fitting each nucleobase to a standard reference frame RNAView derived from the Cambridge
Structure Database [31]. The assignment of two bases to a base pairing interaction type is
done by comparing the angles and distances of the assigned local coordinate systems and
counting the number of hydrogen bonds.

5.5.1 Trajectory analysis of base pair interactions

In thermodynamical equilibrium base pairs usually break and reform. For that reason it is
not possible to speak of base pair interactions being present or not but rather of occupation
probabilities. Every 50 ps base pair interactions were analysed and averaged subsequently.
For visualization every possible interaction has a symbol assigned to it. The script package
bpi that was developed in this thesis automises all trajectory base pair interaction analysis.

5.6 Error Estimation

For quantities x measured in the course of time the error of the mean was estimated using the
standard deviation of the data σx. According to Janke [32] with the number of measurement
points N and the autocorrelation time τx the error of the mean is

σx̄ = σx

√

2τx

N
.

The autocorrelation time τx was estimated using a single exponential fit to the autocorrelation
function of the data.
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Part III

Studies on RNA
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6
Temperature dependence of RNA

flexibility

6.1 Introduction

After introducing the general methods that are used in this theses a double stranded RNA
helix at different temperatures will be handled as first simulation system.

A remarkable ability of RNA is to undergo large conformational changes in response to
cellular signals [1]. These signals include changes in temperature. Riboswitches, e.g., regulate
gene expression on temperature influence thus enabling organisms to adapt to different en-
vironments instantaneously [33]. Changes in RNA dynamics can be accessed experimentally
with techniques like NMR residual dipolar couplings [34].

On the other side it is inevitable for biological systems to maintain their structure through
environmental changes. The overall shape of biological complexes is constant through a wide
variety of environmental conditions. One example is the ribosome of different species whose
overall tertiary structure is maintained be it environments with high salt concentration haloar-
cula marismortui lives in, high temperature regions thermus thrermophilis inhabits or modest
conditions under whose escherichia coli lives. The crystal structures of all those ribosomes
reveal that the general shape of their RNA helix regions is similar [35–38].

MD simulation studies on RNA helices have been performed on the ribosomal 16S RNA
helix 44, a standard RNA duplex of 37 base pairs length and the helix 42-44 related portion of
23S RNA [39, 40]. In these simulations at 300 K isotropic bends of all simulated helices have
been observed suggesting that RNA helices are intrinsically elastic molecules.

We studied an RNA double helix by means of MD simulations as a model system to deter-
mine how a common RNA motif and its elastical properties are affected by changing environ-
mental conditions like temperature. For that purpose we performed simulations of an A-form
RNA helix in a temperature range from 275 K to 400 K.
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6 Temperature dependence of RNA flexibility

Figure 6.1: Solvated 19 bp A form dsRNA. Simulation system setup in a rhombic dodecahe-
dron box.

6.2 Methods

6.2.1 Simulation Setup

The structure employed for the MD simulations is an A-form RNA helix comprising 19 base
pairs (pdb code 1QC0) [41]. See Fig. 6.1 for a depiction of the simulation system in a dodeca-
hedron box filled with water and Na+ and Cl− ions. For 275 K to 310 K five simulations were
set up for each 5 K step. Five additional simulations at 400 K were carried out.

The amber99 force field [42] and TIP3P water model [43] were used throughout all simula-
tions.

After an energy minimization routine to remove close contacts with water molecules and
correct conformations an equilibration with the phosphor atoms restraint was performed for
10 ns. After that equilibration time a free MD was carried out for 20 ns.

6.3 Results

6.3.1 RMSD analysis

The RMSD depicted in Fig. 6.2 has been computed with respect to an MD trajectory snapshot
after position restraint equilibration, 1 ns of free MD and 10 ns of free MD, respectively. This
was done in order to distinguish the contributions to the RMSD from relaxation of the system
to a local Gibbs free energy minimum on the one hand and phase space sampling on the other.
A good agreement between all RMSDs is an indication that the contribution to the RMSD
from relaxation of the system is small enough. This is a precondition for the system to be
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6.3 Results

Figure 6.2: RMSD of double stranded RNA with respect to the starting structure (black), a
reference structure after 1 ns of equilibration (red) and a reference structure after
10 ns of equilibration(green). Values were averaged over 5 simulations each, the
gray shaded area shows the standard deviation of the RMSD with respect to the
starting structure.
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Figure 6.3: Averaged RMSD value. Averaging was done after 10 ns of equilibration. It has
been calculated with respect to the starting structure (black), a reference structure
after 1 ns of equilibration (red) and a reference structure after 10 ns of equilibration
(green, averaging done excluding 5 ns of autocorrelation time in this case).

equilibrated [44].
For all simulations except at 400K the RMSD stays stable at 10 ns latest and RMSDs from

different reference times show similar behavior from that time on. For that reason data for
analysis have been acquired after 10 ns of free equilibration. The simulation at 400 K still
not completely equilibrated. It is used here as a test case for an extreme parameter set to
compare the relative deviations of simulations at lower temperatures to a larger distortion.

The mean RMSD gives a hint of how much of configurational space is sampled and thereby
of how flexible the structure is. The mean RMSD values with respect to the starting structure
and structures after 1 ns and 10 ns of free MD are shown in Fig. 6.3. The RMSD was
averaged over the last 10 ns of the trajectory when taken with respect to the starting and 1 ns
structure. It was averaged over the last 5 ns of the trajectory when taken with respect to the
10 ns structure. Overall the mean RMSD grows with temperature, no matter which reference
structure has been chosen. The temperature dependence of the mean RMSDs is almost linear.
The mean RMSD with repsect to the starting structure is usually lower than for the other
reference structures. At higher temperatures the mean RMSDs deviate more then at lower
temperatures. The deviations go up to 0.05 nm.

6.3.2 Hydrogen bonding

The total hydrogen bond energy between all hydrogen bond acceptors and donors in the
helix was estimated using the espinosa formula. This formula is based on the distances of
the hydrogen bond donor and acceptors [45]. See Fig. 6.4 for graph showing its temperature
dependence. Except for 400 K where it raises to about -1.25 kJ, the total hydrogen bonding
energy is independent of temperature at around -1.35 kJ at all temperatures with minimum
values at 290 and 295 K. The errors in the mean hydrogen bonding energy are shown as red
bars. They indicate that the drop in hydrogen bonding energy can be regarded significant.
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6.3 Results

Figure 6.4: Hydrogen bonding energies as estimated by the Espinosa formula. Blue errorbars
denote the standard deviation of the hydrogen bond energy in the course of time.
Red error bars show the error of the mean hydrogen bonding energy.

Fluctuations in hydrogen bonding energy are indicated by the blue bars that show the standard
deviation of the hydrogen bonding energy. The fluctuations of hydrogen bonding energy are
in a range of 10 percent of the total hydrogen bonding energy for all temperatures except 400
K where it raises up to 20 percent.

6.3.3 Base pairing

Base pair occupation numbers were averaged over all trajectories as described in chapter 5.5.1.
Results are shown in Fig. 6.5. Up to a temperature of 305 K occupancy numbers stay virtually
constant – the secondary structure of the double helix is preserved. Canonical base pairs are
present 96 to 99 percent of the time. It is only at 310 K that the canonical Watson-Crick
base pairs become single hydrogen bonds at the base pairs A31 U8 and U36 A3 and a single
hydrogen bond is lost in the base pair G35 C4.

At 400 K the tails of the double helix begin to disintegrate. Canonical Watson-Crick base
pairs become weaker Watson-Crick-edge to Watson-Crick-edge interactions. Occupation prob-
abilities are expected to be the same at the respective mirrored base pairs e. g. A22U17 should
match A3U36 as a palindromic helix was simulated. This is not the case for 310 K and 400
K which indicates an insufficient sampling for higher temperatures. Nevertheless a generally
symmetric behavior can be observed at the tail regions of the helix.

6.3.4 Spring model

A simple model to describe the RNA double helix is a one-dimensional harmonic spring by
looking at the end-to-end distance. Two different regimes of RNA flexibility can be described.
One regime describes RNA as flexible along all space directions. In the other it can be
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6 Temperature dependence of RNA flexibility

Figure 6.5: Secondary and tertiary base pair interactions averaged over the whole trajectories.
Percentages denote occupation probabilities. Symbols are used as described in
5.5.1. Marked areas denote significant changes in base pair interactions.
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6.3 Results

Figure 6.6: Free energy profile for length of a 19 bp dsRNA.

Figure 6.7: Free energy profile for length of a 19 bp dsRNA with estimated errors.
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6 Temperature dependence of RNA flexibility

assumed to be stiff enough to be fixed to one-dimensional elongation only. A measure that
tells one regime from the other is the persistence length. It is defined as the length after
which correlation of the tangent vector on a polymer is lost. For double stranded RNA it is
approximately 70 nm [46]. As the RNA simulated here is only approximately 5 nm in length
RNA had been approximated as elastic rod in one dimension. To check if this approximation
is appropriate

Measuring the end to end distance l over time gives the length distribution. This distance
was defined as the distance of the centers of mass of base pairs C38G1 and C19G20

States corresponding to a short and a long elongation are shown in Fig. 6.9. On the one
hand at significance levels α = 0.05 a Kolmogorov-Smirnov test reveals that the hypothesis
that the end-to-end distance is normally distributed must be rejected. On the other hand the
commutative sum of both distributions show differences below one percent (data not shown).
For that reason a gaussian distribution is a justifiable approximation. With that a spring
constant K follows with the Gibbs free energy G, Boltzmann constant k, temperature T ,
variance of the distribution σ, occupation probability p and equilibrium length l0 the spring
constant K equals 1

2
kT
σ2 .

The equilibrium length and calculated spring constants are shown in 6.8. The helix gets
softer the higher the temperature becomes. As long as secondary structure elements cannot
break the helix becomes longer, too.

Free energy differences for states corresponding to different lengths can be estimated using
∆G = −kT log p1

p2
where p1 and p2 denote the probabilities for finding the system in a state

one or two. The potentials gained are harmonic to a good approximation and flatten for higher
temperatures. The simulation at 400 K shows a different behavior as the minimum free energy
helix conformation is shorter and the free energy profile is much flatter and anharmonic than
the others.

6.3.5 PCA analysis

To extract dominant modes of motion a PCA basis set has been created by analysis of all
trajectory data. The eigenvalues of the correlation matrix were sorted according to their
value. The first three eigenvectors on which a more detailed analysis will follow contain more
than 50 percent of the overall information of the whole system.

Fig. 6.10 shows the motions the first three eigenvectors refer to by showing structures that
refer to extreme values on the projection of the chosen eigenvectors and interpolations inbe-
tween. The first eigenvector refers to a bending motion around a vector that is perpendicular
to the helical axis. Eigenvector two describes a twisting motion around the helical axis. A
stretching motion along the helical axis is described by eigenvector three.

The third eigenvector is highly correlated to the end-to-end distance of the helix with a
correlation coefficient of 0.8 ± 0.1. This was expected by investigating the motion that is
represented by the third eigenvector in PCA space indicated in Fig. 6.10.

Projections on the space spanned by the first and second eigenvector for trajectories at
275 K and 400 K are shown in Figs. 6.11 and 6.12. For 275 K and 400 K all points follow
approximately a gaussian distribution independent from simulation time. At 400 K the system
prefers the more bent conformations than at 400 K and is covering more of conformational
space.

To gain a clear picture for all nine simulations that have been carried out, a bivariate kernel
density estimator was used to transform the point clouds into local densities. From that
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6.3 Results

Figure 6.8: Spring constant and equilibrium length for dsRNA. Results are color coded, rang-
ing from low temperatures (blue) to high temperatures (red).

Figure 6.9: Structure of the double helix at the most extended (lefthand) and shortest (right-
hand) form at 275 K (left) and 400K (right)
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Figure 6.10: Interpolated structures for extreme values of projections on first three eigenvec-
tors for all trajectories.

Figure 6.11: Projection of five different trajectories at 275 K on the plane spanned by eigen-
vectors one and two. Starting points of the simulations are shown as green dots,
end points as red dots. For points corresponding to later simulation times are
less saturated.
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Figure 6.12: Projection of five different trajectories at 400 K on the plane spanned by eigen-
vectors one and two. Starting points of the simulations are shown as green dots,
end points as red dots. For points corresponding to later simulation times the
saturation is less.

contour lines along constant densities corresponding to constant free energies were derived.
For each temperature two contours at low and high densities depicting the maximum and
width of the probability distribution are shown in Figure 6.13.

The density flux in PCA space due to changing temperature was calculated by subtract-
ing subsequent densities, omitting the 400 K simulation, and averaging over the gradient of
the difference density. By that a qualitative picture on the temperature dependence of the
projections in PCA space can be revealed. The vector fields in Figs. 6.14 show that flux
and structures representing conformations that stay stable during temperature shift. This
structures must be stabilized by enthalpic effects.

The double helix essentially explores more conformational space with raising temperature
without a specially preferred direction.

Analysis of the PCA space for the first eight eigenvectors did not reveal further separation
of the different trajectories in phase space but a rather harmonic behavior of the system.

6.4 Discussion

6.4.1 Equilibration

The evaluation of RMSD shows that the system is well equilibrated at 10 ns for all setups
except at 400 K. The deviations of the mean RMSD indicate that a time of 1 ns of free MD
is not enough for equilibration at temperatures from 300K and above.

6.4.2 Influence of the force field

The amber99 force field that was employed in this work was parameterized to give correct
free energies and secondary structure properties at 300 K. For that reason artifacts induced

51



6 Temperature dependence of RNA flexibility

Figure 6.13: Projection of all trajectories on the plane spanned by eigenvectors one and two.
Two density contour lines are shown, the outer lines correspond to lower densities
while inner lines correspond to lower ones.

Figure 6.14: Average change in probability density in PCA space of the first and second eigen-
vector when the system is simulated at higher temperatures. Arrows head from
states preferably occupied at lower temperatures to states more preferably occu-
pied at higher temperatures.
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by the force field are expected to become bigger the larger the deviations from 300 K are.

6.4.3 Constant behavior over a large range of temperatures

Double stranded A-form RNA as simulated here seems to be remarkably stable over a large
range of temperatures. Furthermore the overall dynamics of RNA seem to be affected much
less by changes in temperature than expected. This speaks for the ability of RNA to maintain
the same biological function over different environmental conditions. On the other hand it
suggests that thermosensing RNA is to have structural elements that are essentially more
complex than a canonical helix.

6.4.4 Hydrogen bonding and base pairing

The canonical double stranded RNA helix is stabilized to a big extend by hydrogen bonds
of canonical Watson-Crick base pairs. These base pairs do virtually never break in the lower
temperature range from 275 K to 310 K. Therefore the double helix stays stiff at low temper-
atures. Gaussian distributions of PCA coordinates or helix length indicate that the system
is moving in a harmonical regime which is left at 400 K when the canonical base pairs can
break.

The minimum of the hydrogen bonding energy at 295 K can be explained by the molecules
having just enough kinetic energy to access the optimal hydrogen bonding distance while on
the other side not yet being able to leave these minima.

6.4.5 Spring constant and persistence length

As known so far the spring constant revealed in this MD simulation has not been found
experimentally. Previous experiments that have been carried out on nucleic acids to classify
their elastic behavior refer to much longer polymers. The length of these polymers is much
longer than the persistence length. Therefore these polymers not behave like an elastic rod
in one dimension but rather isotropic. Additionally RNA used in experiment was not in the
canonical A-form with standard Watson-Crick base pairs. For that reason folding into more
complex shapes like bulges and formation and breaking of base pairs play an essential role on
the elastic properties of RNA [47].

For further studies the persistence length of RNA could be estimated by simulating short
pieces of RNA as done in this thesis. This could be done by calculating the expectation value
of the cosine of the tangent vectors on polymers.

6.4.6 Entropy and enthalpy estimates

The temperature dependence of the change in Gibbs free energy ∆G for elongation of the RNA
double helix was calculated in this thesis. An estimate for entropic (S) and enthalpic (H)
contributions to the dynamics could be done by approximating dG = −T dS + dH linearly
by ∆G = −T∆S + ∆H. However large deviations in the estimated entropies and enthalpies
were found while attempting to use this method for the simulated system (data not shown).
This indicates insufficient sampling for that method. For appropriate use of this method the
error of the free energy estimates would have to decrease by a factor of ten at least. To
decrease the error in free energy estimates by a factor of ten, simulation times would have
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6 Temperature dependence of RNA flexibility

to be approximately a hundred (ten square) times longer. For that reason other free energy
calculation methods should be employed.

6.4.7 PCA and FCA

The first two PCA modes are in good agreement with the bending motions described by
previous simulations on RNA A-form helix [39,40] even if they are much less pronounced due
to the much shorter helix simulated in this thesis.

A FCA was performed on the data but did not reveal qualitatively new results and is
therefore not shown here. As the system was simulated in a very harmonic regime the motions
described by the PCA eigenvectors were highly uncorrelated. The mutual information matrix
revealed little mutual information for the PCA modes already.
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7
Effect of nucleobase modifications

and ions on tRNA structure and

flexibility

7.1 Introduction

The general structural differences of modified and unmodified tRNA and tRNA that is com-
plexed by ions will be subject of the following resarch.

In the following chapter tRNA will be introduced. Then a summary of the effects of nu-
cleotide modifications on tRNA and on magnesium ions and tRNA will follow. Previous
studies and basic questions will be outlined afterwards.

7.1.1 tRNA

Transfer RNA (tRNA) is a macromolecule made of RNA containing usually
74 – 95 nucleotides. It is present in all living cells where it carries amino acids to the ribosome
for protein synthesis and decodes the mRNA bound there. Apart from that, recent studies
suggest that tRNA plays a role in processes like cell wall synthesis, reverse transcription, heme
and cholorophyll biosyntheses, amino acid biosynthesis regulation and viral genomes [48].

The primary structure of tRNA has first been determined by Holley et. al in 1965 [49]
who first proposed the now canonical cloverleaf structure which is shown with secondary and
tertiary interactions in Fig. 7.1. The tertiary structure of tRNA determinded by X-ray crys-
tallography is shown in Fig. 7.2.

The canonical tRNA structure comprises a CCA-tail at the 3’ end (grey) which can bind an
amino acid, an acceptor stem which includes a phosphylated 5’ end (purple), a D loop (blue;
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7 Effect of nucleobase modifications and ions on tRNA structure and flexibility

Figure 7.1: Cloverleaf structure of tRNA showing secondary and tertiary base pair interac-
tions. CCA tail in gray, acceptor stem in purple, D loop in blue, anticodon loop
in red, variable loop in lime and TΨC loop in cyan. Modified nucleosides are not
capitalized.

Figure 7.2: Tertiary structure of tRNA (pdb code 1EVV) in “cartoon” representation. The
phosphate backbone is shown as ribbon while the sticks represent the orientation
of the nucleosides. Color coding refers to 7.1.
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7.1 Introduction

Figure 7.3: Atomistic representation of tRNA. Nucleosides subject to modifications (modifi-
cation sites) are shown in orange; ion binding sites are shown in green.

usually containing D ihydrouridine), an anticodon loop (red) containing the 3 nucleobases
coding for the specific amino acid at the CCA-tail a variable loop (lime) with a differing
number of bases for different tRNAs and a TΨC loop (cyan) which forms the elbow region
with the D-loop for structural stability. In its tertiary fold D and TΨC loop interact via
hydrogen bonds, namely interactions of G19 with C56 and G18 with Ψ55 of which the former
is named Levitt base pair [50].

Transcription of tRNA is performed by RNA Polymerase III from the genome sequence in
DNA [51]

Transfer RNA is aminoacylated by cognate aminoacyl-tRNA syntheases (aaRS). It then
carries amino acids to the ribosome where these amino acids are subject to protein synthesis.
For each species there are several kinds of RNA coding for different amino acids. Each kind
of tRNA has a unique anticodon sequence to be recognized by mRNA on the ribosome, in
contrast several anticodon sequences can code for the same amino acid. According to that the
specific nth kind of tRNA coding for an aminoacid aa is denoted by tRNAaa

n .
Transfer RNA in vivo is subject to nucleoside modifications (shown in orange in Fig. 7.3)

and is furthermore complexed by Mg2+ (shown as green spheres in Fig 7.3).

7.1.2 Nucleoside Modifications

Derivatives of the canonical nucleosides A, U, C, and G are called modified nucleosides. They
were first reported by Hotchkiss in 1948 [52]. Except for queuosine all modifications occur
after transcription by proteins.

Different types of modifications are listed in table 7.1. Modified nucleotides are denoted
by either a different letter from the canonical base alphabet for very common ones like dihy-
droudridine as D or pseudouridine as Ψ or by small letters showing the types of modification
followed by its position like m1A denoting 1-methyl-adenosine.

Modifications are reported to change physical and chemical properties such as electrostatics,
base pairing and stacking, conformations of nucleotides, solvation and ion binding and the
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7 Effect of nucleobase modifications and ions on tRNA structure and flexibility

Table 7.1: Modifications present in RNA and their suggested effects.

Modification Effect Reference

Uridine to pseudouridine
improves stacking interactions [53,54]
forms additional hydrogen bond by N1 [55]
forms bridge to adjacent phosphate residues
mediated by stably coordinated water molecule

[55,56]

rigidifies backbone [55]
Uridine to dihydrouridine

enhances conformational flexibility [57]
Methylation

augments polarizability and hydrophobicity
enhances base stacking [4, 53]
sterically induces structural changes [58]
blocks hydrogen bonds [59,60]
affects hydrogen bonding strength by introduc-
ing positive charge to nucleosides

[61]

stabilizes C3’-endo puckering conformation [62]
prevents hydrolysis [63]

Recognition related Modifi-
cations

regulate wobble base pairing (position 34) [64]
essential for reading frame maintenance (posi-
tion 37)

[65]

stabilize codon-anticodon interactions [66]
affect codon specifity [67]
increase aminoacylation specifity for cognate
aaRSs

[67]
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7.1 Introduction

Table 7.2: Chemical and physical properties affected by nucleotide modifications. (Adapted
and extended after [4])

Affected property Description

Electrostatics
protonation dependent transient charges
introduction of positive/negative charges

Base pairing and stacking
inhibition of non-canonical base-pairing
enhancement of non-canonical base-pairing
disruption of canonical base pairs

Nucleotide Conformation
alteration at nucleoside
phosphodiester bond restriction
sugar pucker
new conformations and chemistry by interaction of
modification with modified nucleoside

Coordination of solvent and ions
reordering of water
coordination of metal ions

Thermodynamic de/stabilization
lowering entropic barrier for ligand binding
stabilizing tertiary structure by increasing entropy

stability of the tertiary structure of tRNA. A summary of the most important changes in
physical properties is listed in Table 7.2.

Modifications improve functions such as codon-anticodon-recognition and aminoacylation.
A potential medical application might employ that all retroviruses utilize m1A58-containing
tRNAs to prime reverse transcription.

Three modifications are essential, and six other modifications located in the anticodon
region seriously affect the phenotype [51]. However, the deletion of enzymes that provide
most nucleoside modifications shows few obvious effects even though they are evolutionary
high conserved [75].

New possibilities added to the highly specific tRNA recognition mechanisms by modifica-
tions could explain their impact on vitality on the one side. On the other side these modifi-
cations can help tRNA to conform the narrow frames of fit into the ribosome and processing
enzymes amid diverse sequences. Modifications can be needed to provide the necessary fold-
ing pathway thereto [77]. A fact that supports the later is the rapid turnover degration of
unmodified tRNA that reduces half-life of tRNA from hours to minutes [78].

A special region of interest for recent research has been the anticodon region. Most modi-
fications are found there and this region is essential for codon-anticodon recognition. Human
tRNALys

3 modifications mnm5s2U34, t6A37 and Ψ39 order the structure of the anticodon stem
loop [79]. For tRNAPhe a restriction of conformational space due to modifications has been
found by NMR spectroscopy [80].

Modifications in yeast tRNAPhe which is employed in this work and their specific role known
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7 Effect of nucleobase modifications and ions on tRNA structure and flexibility

Table 7.3: Positions of Modifications in yeast tRNAPhe resolved in the crystal structure with
pdb code 1EVV. Obsolete names shown in Brackets. Enzyme abbreviations are listed
in Table 7.4 .

Pos. Modification Mutant phenotype Modif. Enzyme Ref.

10 m2G not clear - -
16 h5h6U (D) not clear - -
17 h5h6U (D) not essential DUS1,2 [68,69]
26 m2

2G not essential TRM1 [70]
32 Cm slow growth / translation TRM7 [71]
34 Gm slow growth / translation TRM7 [71]
37 yW very sick TRM7 [72]
39 Ψ slow growth PUS3 (DEG1) [73]
40 m5C not essential TRM4 [74]
46 m7h8G temperature dependent growth defect TRM8/TRM82 [75]
49 m5C not essential TRM4 [74]
54 m5U not essential TRM2 [70]
55 Ψ not essential PUS4 [70]
58 m1A essential TRM6/TRM61 [76]

(GCD10/GCD14)

Table 7.4: Enzyme names for tRNA modifications.

Abbreviation Enzyme name

DUS tRNA d ihydrouridine synthease
PUS tRNA pseudouridine synthease
TRM tRNA methyltransferase
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7.1 Introduction

Figure 7.4: Different modes of Mg2+ interaction with RNA. RNA shown in black, magnesium
in green and water in red(oxygen) and gray(hydrogen). Mg2+ can interact chelated
and dehydrated (left) or via long range electrostatic interactions (right). A mixed
situation where Mg2+ interacts via its hydration shell is shown in the middle.
Adapted from Draper [86].

so far are listed in Table 7.3.

7.1.3 Mg2+ ions complexed to tRNA

Magnesium ions in contrast to nucleoside modifications are essential for folding of tRNA [5]
and maintaining its tertiary structure [81]. As shown in hydroxyl radical cleavage experiments,
even small concentrations of Mg2+ can have a large effect on its tertiary structure [82].

It was shown that the ability of denatured tRNA to accept amino acids can be restored by
Mg2+ [83] and that tRNA renaturation is possible by adding uni- and divalent ions [84]. This
effect is primarily due to the highly anionic nature of RNA. By compensating for electrostatic
repulsion by the phosphate backbone cations are crucial for RNA folding and maintaining
functional forms. Tan reports for example that the presence of Mg2+ loop formation is more
favorable than without due to shielding of backbone charges [85].

Molecular Picture

Together with water Mg2+ ions can not only interact with nucleic acids in solvent from the
outside but rather occupy specific binding sides at RNA [86]. These different modes of ion
binding to RNA are depicted in Fig. 7.4.

For specific binding of Mg2+ ions to RNA there are two different modes. Outer sphere or
“diffuse” binding describes binding of ions with their complete water shell sharing water of
hydration with RNA. Inner sphere binding or “chelation” refers to ions binding directly to
RNA after dehydration.

Using a nonlinear-Poisson-Boltzmann modell for the electrostatic potential on the crys-
tal structure of tRNA Draper suggests that Mg2+ binding to tRNA is mainly governed by
electrostatic interactions and that the coordination of hydrogen bonds and other short range
forces play a minor role in Mg2+ binding to tRNA. The stabilizing effect of magnesium ions
on tRNA is explained by strong coloumb binding to electronegative areas around tRNA and
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7 Effect of nucleobase modifications and ions on tRNA structure and flexibility

Table 7.5: Modified nucleosides in simulated tRNA

Nm 2́-O-Methylnucleoside h6m1A 6-Hydro-1-methyl-adenosine

m2G N2-Methylguanosine m2
2G N2-Dimethylguanosine

yW Wybutosine m7h8G N7-Methyl-8-Hydroguanosine

m5C 5-Methylcytidine h5h6U 5,6-Dihydrouridine

m5U 5-Methyluridine Ψ pseudouridine
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7.2 Methods

“entropic release” of Na+ ions from tRNA. Because of their single charge more sodium ions
than magnesium would bind to tRNA which leads to an increase in entropy as soon as single
magnesium ions can take the place of two sodium ions [87].

Serebrov et al. support this model in their work by titration experiments combined with
fluorescent labels that give hints on structural transitions [88]. Yet they propose a unique
strong binding site of Mg2+ where Mg2+ might interact not only mainly via its electrostatic
potential but by direct chelation to the phosphate backbone. This interaction site is formed
by the phosphate groups of G20 and A21 of the D loop.

7.1.4 Previous MD studies on tRNA

The first simulations on tRNA were done by Harvey et al. who did 12 ps of molecular dynamics
on tRNAPhe. Multiple simulations tRNA have been carried out by Westhof and Auffinger et
al. These include a simulations of the anticodon loop of tRNAAsp [89, 90] and simulations
of the whole tRNAAsp molecule. As no structural data for magnesium ions bound to tRNA
has been available in the times when these simulations were carried out all their setup lack
magnesium ions. In these simulations it is shown that with the particle mesh Ewald method
tertiary interactions can be maintained in 500 ps of simulation. Lahiri and Nielsson performed
simulations of the anticodon domain of yeast tRNAPhe in presence and absence of different
codons, showing that codon binding stabilizes the anticodon arm [91]. All workers point out
that they could not account for magnesium bound to tRNA, neither did they investigate the
effect of nucleotide modifications.

7.1.5 Questions that will be addressed

As classical molecular dynamics are employed there are certain limitations on the observable
properties. While polarizations charge transfers and protonations cannot be observed 1, steric
and conformational effects are amenable to analysis. Reordering of water as well as free energy
differences can be accessed by MD methods but are costly for bigger systems like tRNA.
Certain entropy terms can be estimated, the complete calculation of the entropic contribution
of certain nucleoside modifications is still far out of scope.

Molecular dynamics can access the behavior of a molecule like tRNA in the liquid phase
on an atomistic basis. General dynamical properties like the flexibility of certain domains
of tRNA or dominant motions will be accessed. Furthermore local properties like tertiary
interactions and base pairing patterns will be observed.

7.2 Methods

7.2.1 Simulation setups

We set up our simulations by extracting atomic coordinates from a yeast tRNAPhe crystal
structure [92](pdb-code:1EVV). All known tRNA modifications to tRNAPhe have been re-
solved in this crystal structure. In addition to the tRNA this structure includes crystal water,
magnesium ions and spermine.

Resolved crystal water was used in all simulations. The spermine that is also resolved is
special to thermophilic species. It is known to stabilize tertiary structure at high temperatures

1Polarizable force fields and constant pH-protocols are currently under development
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[93]. Spermine was removed to exclude interaction effects with modifications and magnesium
ions with this ligand in order to probe the effect of nucleotide modifications and magnesium
ions only.

The resulting setup including both, magnesium ions and nucleotide modifications will be
denoted (I+/M+). To test for the effect of nucleotide modifications a set of atomic coordinates
lacking nucleotide modifications was created by manually replacing modified nucleotides with
unmodified ones. This setup including magnesium ions but lacking nucleotide modifications
will be denoted (I+/M-). To test for the effect of magnesium ions these had been removed
from the set of starting coordinates for the molecular dynamics simulation (I-/M+). As a test
for the mutual influence of magnesium ions and nucleotide modifications a setup was created
lacking both (I-/M-). Fig. 7.6 shows all different setups.

The same simulation protocol was used throughout. A rhombic dodecahedron box with a
volume of 1003.98 nm2 was filled with tRNA as described above, TIP3P water and sodium
and chloride ions to a physiological concentration of 154 mM. An excess of sodium ions was
used for charge neutralization.

Following a standard equilibration protocol steepest descent energy minimization was used
to relax strain from the initial setup [94]. The energy minimized structure was used for a 10
ns simulation with phosphate atoms restraint. From the last nanosecond of this simulation
structures were extracted at six different times. Using these structures an unrestrained MD
followed for 100 ns.

7.2.2 Implemented force field parameters

Force field parameters of modified nucleotides have been implemented into the amber99 force
field using the data available from John Santa Lucias database [95, 96]. The phosphylated
5’ terminus of RNA has been parameterized using standard amber parameters for dihedrals,
bonds and angles. For the derivation of partial charges a self consistent field approach was
employed using the program gaussian with a 6-31G basis set. To reduce the computational
effort partial charges were derived for dimethylphosphate which is a good approximation to
the whole phosphylated 5’ terminal base.

Ion parameters for sodium and chloride were used from Dang [97].

7.3 Results

7.3.1 RMSD

In order to determine whether the simulation system was in equilibrium the RMSD (shown
in Fig. 7.5) was employed. The starting structure and structures from the trajectory at five
and twenty nanoseconds were chosen as reference structures for RMSD calculation.

The canonical setup that includes ions and nucleotide modifications deviates most from
the starting structure at around six nanoseconds. From 20 nanoseconds on the deviations
from the starting structure stay almost constant with a standard deviation from six different
simulations of 0.15 nm.

A starting structure that is far away from the structures usually sampled in equilibrium
would add an offset to the RMSD. To check if the configurational space sampled is in close
vicinity to the starting structure RMSD was taken with respect to different reference struc-
tures.
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I+/M+ I-/M+

I+/M- I-/M-

Table 7.6: Setups for tRNA simulations. Color coding consistently used throughout future
illustrations: black denotes the canonical setup with magnesium ions and nucleotide
modifications, red lacking ions, green lacking modifications and light blue a tRNA
lacking both. Setups with/without modifications will subsequentely be denoted by
M+/-, with/without Mg2+ ions by I+/-.
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7 Effect of nucleobase modifications and ions on tRNA structure and flexibility

The RMSD with respect to the structure at five and at twenty nanoseconds simulation
time reaches the level of the canonical RMSD after two nanoseconds for all setups except the
canonical one. In the simulations that employ the canonical setup the RMSDs in a range from
100 ps to 10 ns deviate about 0.15 nm. The setup lacking nucleotide modifications deviates
most from the starting structure at the last 90 ns. In a range from 3 to 30 ns of simulation
the RMSD stays constant with a standard deviation of below 0.1 nm. From 30 ns on the
structures extracted from the simulations deviate increasingly more.

The CCA tail that comprises the nucleotides 74-76 contributes a lot to the overall RMSD
while it does not significantly influence the biologically relevant overall shape of tRNA. For
that reason the RMSD was analyzed excluding the highly flexible CCA tail. See Fig. 7.6 for
its time dependence. The same reference structures as above have been used in all cases.

The deviations from the starting structure are lower in all cases when the CCA tail is
excluded. The general properties as described above stay conserved unless for the setup lacking
nucleotide modifications but including ions. Here the increasing deviations from the starting
structure in the last 70 ns of simulation are no longer present. This speaks for a different
conformation of the CCA tail in this setup. The setup M-/I+ can be therfore considered
sufficiently equilibrated when the CCA tail is not taken into account.

From this RMSD analysis an equilibration time of 20 ns has been derived which was used
for all subsequent calculations of means of analyzed properties.

An averaging over the RMSD values after equilibration gives a measure for the extend of
phase space that is sampled by the system and the deviation from the crystal structure. Mean
RMSDs are shown in table 7.7.

With the CCA tail included the canonical setup shows the lowest deviations of about
0.35 ± 0.01 nm. A removal of Mg-ions increased the mean RMSD by 0.01 nm while a re-
moval of nucleotide modifications while still including Mg-ions leads to a significant increase
of the RMSD of 0.03 nm. By removing both Mg-ions and nucleotide modifications the RMSD
increases by 0.04 nm.

TRNA deviates less from the starting structure in the simulations when the CCA tail is
excluded. Furthermore the increase of the RMSD with respect to the starting structure is much
less significant except for the setup lacking both, magnesium ions and nucleotide modifications.
The setup lacking Mg-ions only but including nucleotide modifications shows even a slightly
lower RMSD.

7.3.2 RMSF

The root mean square fluctuations of the tRNA as averaged over single bases give a hint on
which regions of tRNA are stiff or highly flexible. Fig. 7.7 shows these RMSFs for the four
simulated setups.

For all setups there are common properties of the root mean square fluctuations. The
motility is very high for the CCA tail and decreases monotonically till the end of the acceptor
arm. The D arm, the TΨC arm and the variable loop are relatively stiff with fluctuations
between one and two Å. The bases 26 to 30 and 42 to 44 in the anticodon arm are relatively
stiff while the bases 31 to 40 show increased flexibility in all setups.

Still there are significant differences in the RMSF for the different setups. The most striking
differences between the different setups can be seen in the bases 34 to 44 in the anticodon arm.
The bases 34 to 38 are much more motile when nucleotide modifications and ions are missing.
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Figure 7.5: RMSD of tRNA with respect to the starting structure (black), a reference structure
after 5 ns of equilibration (red) and a reference structure after 20 ns of equilibra-
tion(green). Values were averaged over six simulations each. The area shaded gray
shows the standard deviation of the RMSD with respect to the starting structure.
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Figure 7.6: RMSD of tRNA excluding the CCA tail. Computed with respect to the start-
ing structure(black), a reference structure after 5 ns of equilibration (red) and a
reference structure after 20 ns of equilibration(green). Values were averaged over
six simulations each. The area shaded gray shows the standard deviation of the
RMSD with respect to the starting structure.
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Table 7.7: Averaged RMSD of tRNA over free MD simulation time of 80 ns for six simula-
tions each including CCA tail (left) and excluding CCA tail (right). Errors were
estimated using the autocorrelation time of the RMSD.

The removal of magnesium ions only leads to an overall increased motility in the bases 37 to
44 in the anticodon stem.

The setup lacking nucleotide modifications, but including ions is the least motile one, fol-
lowed by the canonical tRNA. A lack in magnesium ions leads to a slightly increased motility,
if nucleotide modifications are lacking additionally motility is increased especially in the anti-
codon arm.

7.3.3 PCA and FCA

Treatment of the CCA tail

The highly flexible CCA tail is expected to contribute a lot to the overall motion of the system
and thereby might dominate the PCA and FCA modes. For that reason PCA and FCA based
on a coordinate set that included the CCA tail and one that did not include the CCA tail had
been carried out. The difference in CCA tail treatment affected the results of the PCA and
FCA analysis in a minor way. Therefore only the results with PCA and FCA including the
CCA tail are shown here.

Set of coordinates for PCA and FCA analysis

Nucleotide modifications substitute or add atoms to nucleotides. For that reason a PCA or
FCA in the 3n dimensional space on the set of all atomic coordinates of canonical tRNA was
not possible. As the sugar and base of the nucleotides are very rigid due to their small cyclic
structure the orientation and position of the sugar, the nucleobase and the phosphate atom
in the backbone describe the overall tRNA structure sufficiently well. A set of atoms that is
common in all setups and describes these orientations and positions can be used to define a
common coordinate space for PCA or FCA. To describe the orientation of the sugar we used
the coordinates C1’, C3’ and C4’. For the nucleotide C2, C4 and C6 were used. This summed

69



7 Effect of nucleobase modifications and ions on tRNA structure and flexibility

Figure 7.7: Per base root mean square fluctuations averaged after 20 ns of equilibration. Error
bars shown here denote the statistical error.
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Figure 7.8: Information about the overall movement of the system captured by single modes.
Modes were gained by PCA (red) and FCA (black) analysis.

up to an overall number of 532 atomic coordinates for the analysis including the CCA and
511 for analysis excluding the CCA tail, respectively.

Information content

Fig. 7.8 shows the information of the overall movement of the system the single modes include.
The eigenvalues decay slowly which indicates that tRNA dynamics is governed by many small
movements. Choosing a new basis set by FCA did not help to increase the fraction of the
overall movement that is described by single modes, but rather lowered it slightly.

PCA

The first PCA mode describes mainly a change in the angle between the anticodon stem and
the acceptor stem. It is depicted in Fig. 7.9. This is the most pronounced structural change
that is present in all simulations.

A measurement of the angle between anticodon stem and acceptor stem will help to visualize
this motion. As an approximation for the angle between anticodon stem and acceptor stem
the angle between phosphate atoms of the backbone was chosen. The phosphate atoms that
define that angle are the phosphates of G1 at the very end of the acceptor stem, C56 from
the TΨC loop in the ellbow region and C32 from the anticodon stem. The minimum angle
observed was 72◦, the maximum angle was 112◦. In the crystal structure the angle is 80.2◦.
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Figure 7.9: Projection of structures to the extreme values of the first eigenvector gained by
PCA analysis. The straight black arrow denotes the axis of rotation, dark blue
lines indicate the geometrical properties at maximal projection values while light
blue lines denote geometrical properties at minimal projection values. Angles were
measured between the phosphates of G1,C56 and C32.

While tertiary structure changes largely when moving along this eigenvector a comparison of
secondary structure of different projections on extreme values show that this is not necessarily
true for secondary structure.

The histogram in Fig. 7.10 shows the distribution of the projection of different trajectories on
the eigenvector in PCA space corresponding to that mode. The statistical error was estimated
by creating histograms for six independent simulations. The higher the projection values the
smaller the smaller angle between anticodon stem and acceptor stem. The energy landscape
is close to harmonic for all setups. Distinct substates do not exist.

Lacking nucleotide modifications leads to configurations that have lower opening angles
than the canonical setup. The absence of nucleotide modifications and magnesium ions leads
to even lower opening angles while the absence of magnesium ions leads to a more open con-
formation.

The second eigenvector as shown in Fig. 7.11 describes a rotation and shortening of the
anticodon stem that is accompanied by a pivoting motion of the acceptor stem. The major
groove distance of the anticodon stem as defined of the distance between the phosphate atoms
of the nucleotides 39 and 25 shortens from 11.0 Å to 6.4 Å. In the crystal structure this
distance is 8.3 Å.

A histogram of the projections on the second eigenvector is shown in Fig. 7.12. Small
eigenvalues refer to a prolonged anticodon stem and the acceptor stem pivoted towards the
flexible loop. While the removal of ions does not change the distribution of projections on the
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Figure 7.10: Histogram of projection of trajectory on the first eigenvector gained by PCA
analysis.

second eigenvector the removal of nucleotide modifications while including magnesium ions
shifts the whole distribution to higher values. Surprisingly the probability distribution for
setup that includes ions and nucleotide modifications is very close to the canonical one.

A two dimensional representation of the projections of the first and second eigenvector is
shown in Fig. 7.13. Densities were estimated using a kernel density estimator.

While the canonical setup and the setup that lacks magnesium ions explore essentially
the same configurational space, the setups that lack nucleotide modifications or nucleotide
modifications and magnesium ions explore more configurations with higher projection values
on the first eigenvector.

The lack of ions keeps the setup without nucleotide modifications and ions restraint to struc-
tures that have lower projection values on the second eigenvector while the setup that includes
magnesium ions but lacks nucleotide modifications favors structures with higher projections
on the second eigenvector.

Fig. 7.14 shows the motion the third eigenvector describes. The anticodon stem loop is
moving outwards with the bases (WB)G37, A36 and A35. This is accompanied by flipping of
U16. The angle chosen was that one between the phosphate atoms of A35, U47 and U54. It is
158◦ for the smallest value of projection on the third eigenvector and 113.4◦ for the biggest
one. The angle defined is 149.1◦ in the crystal structure.

A histogram of the projections on the third eigenvector is depicted in Fig. 7.15. A removal of
nucleotide modifications leads to a broader distribution of projections on the third eigenvector.
The removal of magnesium ions broadens the distribution and shifts it to higher values. A
removal of both broadens the distribution even more and shifts it further to higher values.
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Figure 7.11: Projection of structures to the extreme values of the second eigenvector gained
by PCA analysis. The straight black and gray arrows denote axis of rotation,
dark blue lines indicate the geometrical properties at maximal projection values
while light blue lines denote geometrical properties at minimal projection values.

Figure 7.12: Histogram of projection of trajectory on the second eigenvector gained by PCA
analysis.
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Figure 7.13: Estimated density from projection of trajectory on the first and second eigenvec-
tor gained by PCA analysis. Lines denote contours of constant density. Satura-
tion is directly proportional to the density.

Entropy Estimate

The configurational entropy of the tRNA was estimated using the Schlitter formula [98]. For
this a PCA of every single simulation was carried out. The entropy was then estimated for
all of these. Fig. 7.16 shows the averaged results and their statistical errors. The canonical
setup has the lowest entropy, followed by the setups lacking either nucleotide modifications
or magnesium ions with a configurational entropy that is approximately four percent higher.
With a seven percent increase the setup that lacks both, magnesium ions and nucleotide
modifications has the highest entropy.

FCA

The FCA modes are very similar to the PCA modes in this case and describe essentially the
same motions. The movement that is described by the third PCA eigenvector is described by
the second FCA eigenvector and vice versa. For that reason FCA modes are not discussed
here explicitely.

7.3.4 Base pairing

Occupancy numbers for base pairs were determined using the algorithm described above for
every single trajectory after equilibration. Then they were averaged over all simulations with
the same setup. By that average occupancies for base pairs were derived.

To check if secondary structure that was present in the crystal structure was preserved
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Figure 7.14: Projection of structures to the extreme values of the third eigenvector gained by
PCA analysis. The straight black arrow denotes the axis of rotation, dark blue
lines indicate the geometrical properties at maximal projection values while light
blue lines denote geometrical properties at minimal projection values.

Figure 7.15: Histogram of projection of trajectory on the third eigenvector gained by PCA
analysis.
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Figure 7.16: Configurational entropy as estimated by the Schlitter formula.

during the simulations the average occupancies were subtracted from the crystal structures
occupancy numbers (which are all 100%). Differences bigger than 20 % in occupancy are
shown in Fig. 7.17.

Different occupation numbers in the simulation than in the crystal structure are to be
expected as occupation numbers for the crystal structure can only be 100% or 0 %. The
transition from crystal to liquid phase and to higher temperatures is unfavorable for canonical
base pairs which are therefore expected to be less present in simulation than in crystal struc-
tures. Most differences affect single hydrogen bonds, especially in the anticodon loop and in
interactions of the variable loop with the D stem.

A significant change in base pairing occurs in the G18-U55 the G19-C56 and A58-U54 base
pairs in the ellbow region of tRNA where interactions resolved in the crystal structure become
weaker by loosing single hydrogen bonds. At the begin of the anticodon stem the canonical
Watson-Crick interaction between U33 and A36 is weakened. In the anticodon loop the inter-
action between U33 and A36 is stronger in the simulations than in the crystal structure, an
extra hydrogen bond is formed.

Most secondary structure elements are maintained during the simulations.
A lack in magnesium ions leads to only few changes in base pairing. The G19-C56 interaction

in the ellbow region shows more canonical behavior. In the anticodon stem loop the hydrogen
bonding network between C32, G37, U33 and A36 is broken.

For the setup that lacks nucleotide differences in base pair occupancy probabilities are shown
in Fig. 7.19. Similar to the setup that lacks magnesium ions the hydrogen bonding interactions
in the anticodon stem loop are weaker here between C32, G37 and U33. The hydrogen bonds
between A38 and C32 are lost and the Watson-Crick-Watson-Crick edge interaction of A31
with U39 in the anticodon stem is lost which might be seen as a first step for disintegration of
the RNA helix in this place. In contrary to the setup lacking modifications the Watson-Crick-
Hoogsteen-edge interaction between U32 and A32 is strengthend. The modification of U39 to
P39 might be needed to stabilize the anticodon stem.
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Figure 7.17: Differences in base pairing between simulation and crystal structure. Only dif-
ferences bigger than 20 % in occupancy are shown. Blue symbols denote higher
occupancy numbers in the crystal structure while red denotes higher occupancy
numbers in the simulation average with canonical tRNA.
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Figure 7.18: Differences in base pairing between simulations of canonical tRNA and tRNA
lacking magnesium ions. Only differences bigger than 20 % in occupancy are
shown. Blue symbols denote higher occupancy numbers in the canonical tRNA
while red denotes higher occupancy numbers in the simulation without magne-
sium ions.
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In the ellbow region the base pair interaction between G18 and U55 is almost lost. More
canonical base pairing occurs between G19 and C56.

G45 can establish more single hydrogen bonds with C11, G24 and C25. The Watson-Crick-
Watson-Crick-edge interaction between G26 and A26 is strengthend.

In the TΨC arm an Watson-Crick-Hoogsteen-edge interaction between A58 and U54 is
strengthend.

The difference in base pairing in the setup lacking nucleotide modification and magnesium
to the canonical setup is shown in Fig. 7.20. In the ellbow region the interaction between
G18 and U55 is weakened in favor of a single hydrogen bond. Additionally the Watson-Crick-
Hoogsteen-edge interaction between U54 and A58 is stronger than in the canonical setup,
similar to the setup lacking nucleotide modifications only. In the anticodon stem to the base
pair C32-A38 all interaction changes are similar to the setup lacking nucleotide modifications
only. In the anticodon loop U33 base pairs less with G37 and A36.

7.3.5 Orientations of bases U16 and A58

U16 which is modified to dihydrouridine in canonical tRNA resides in 5Å distance to a mag-
nesium ion (See Fig. 7.22 for a representation of that area). In PCA mode three it was seen
flipping out and in. To see the impact of its modification and the magnesium ion in its close
vicinity its local conformational change was monitored. This was done using the dihedral
angle between the center of mass of the nucleotide and the center of mass of the sugar of
subsequent base. The definition of this angle shown in Fig. 7.21 follows Banavali and MacK-
erell in their definition of the COM pseudo-dihedral angle but omits the base of the opposing
strand of the helices used in their definition as in the region of U16 RNA is not in a helical
conformation [99]. This angle will be called orientation angle. The orientation angle between
the bases A16 and U16 is shown in Fig. 7.23. Fig. 7.24 shows the orientation angle between
U16 and U17 respectively.

For the canonical setup the orientation angle between bases G15 and U16 is restricted to a
range between -20◦ and 150◦ with a pronounced maximum at 10◦ and a local maximum at
120◦. These to states are well separated. There is a favorable flipped in conformation and a
much less favorable flipped out conformation.

With the nucleotide modification removed there are slightly more orientations that can be
explored. The global maximum is shifted towards50◦ and the barrier between the flipped in
and flipped out states vanishes.

When the magnesium ion is removed all orientations can be explored with low probabilities
for angles between 50◦ and 100◦.

A removal of nucleotide modifications and magnesium ions allows all orientational angles
to be explored with a minimum between -180◦ and -100◦.

The orientation angle between bases U16 and U17 are shown in Fig. 7.24. In the canonical
setup these bases prefer a anti-parallel conformation with a very broad distribution of favorable
states from 150◦ to -80◦ and second interval from 50◦to 130◦. When nucleotide modifications
are removed the distribution of orientation angles becomes broader with unfavorable orienta-
tion angles only in the range from -80◦ to -140◦. The removal of the magnesium ion makes
the parallel conformation much more favorable than the antiparallel one. angles smaller than
-100◦ and bigger than 100◦ become very unfavorable. The setup that lacks nucleotide modi-
fications and magnesium ions allows both parallel and antiparallel conformations but makes
orientational angles from 10◦ to 150◦ very unfavorable.
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Figure 7.19: Differences in base pairing between simulations of canonical tRNA and tRNA
lacking nucleotide modifications. Only differences bigger than 20 % in occupancy
are shown. Blue symbols denote higher occupancy numbers in the canonical
tRNA while red denotes higher occupancy numbers in the simulation without
nucleotide modifications.
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Figure 7.20: Differences in base pairing between simulations of canonical tRNA and tRNA
lacking nucleotide modifications and magnesium ions. Only differences bigger
than 20 % in occupancy are shown. Blue symbols denote higher occupancy
numbers in the canonical tRNA while red denotes higher occupancy numbers in
the simulation without magnesium ions and nucleotide modifications.
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Figure 7.21: Definition of base orientation angle, generalized from Banavali and MacKerell
[99].

Figure 7.22: Close up of area highly affected by nucleotide modifications and magnesium ions.

Figure 7.23: Orientation angle between bases 15 and 16 in tRNA.
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Figure 7.24: Orientation angle between bases 16 and 17 in tRNA.

Figure 7.25: Surrounding of base A58 who is subject to nucleotide modifications.

While in canonical tRNA the orientations of base U16 and U17 are well defined with U16

flipped in and U17 flipped out, the removal of magnesium ions leads to many more possible
configurations for U16 and changes their behavior from anti-cooperative to cooperative.

The nucleotide modifications bases U16 and U17 lead to a confinement of their respective
orientational angles. As compared with the setup lacking those modifications the favorable
orientational angles are much clearer defined.

The setup lacking both, nucleotide modifications and magnesium ions leads to a much
broader spectrum of favorable orientational angles, too.

Because of the vital role that has been reported on the nucleotide modification to A58 [76]
the orientational angles of bases G57 and A58 was examined. Figs. 7.25 and 7.25 show the
surrounding of A58.

While the orientational angle distribution of bases A58 and U59 show little deviations for
different setups (data not shown), the distribution of orientational angles of bases G57 and
A58 shows differences for setups with the nucleotide modification removed.

Canonical tRNA or tRNA with magnesium ions removed all orientations between 0◦ and
40◦ occur with a broad maximum at 25◦. A removal of the nucleotide modification leads to a
narrower distribution of base orientations. Orientations from 0 to 10◦ are no longer sampled.
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Figure 7.26: Dihedral angle between bases G57 and A58 in tRNA.

When ions are removed additionally the most favorable orientation is shifted to 35◦.
The methylation of adenosine 58 leads to more possible configurations for A58.

7.4 Discussion

7.4.1 Dynamics in liquid phase compared to the crystal phase

As the RMSD shows, it is possible to perform stable simulations of tRNA dynamics on the
decananosecond timescale. Differences in the mean structures of the simulation in liquid to
the crystal structure occur for various reasons. First the force field used is an approximative
description of the system. Even though great progress in RNA simulation has been made
in the last ten years by correct treatment of electrostatics and correction for ion parameters
and dihedral angle interaction terms there are still differences to be expected from these
approximations. Second the crystals are grown at temperatures of 100K in contrast to 300K
at which the simulations were performed. This will largely reduce the flexibility of the whole
molecule. The molecule might be trapped local energy minima that can be easily overcome at
300K. Third crystallization is performed under very high ion concentrations to stabilize the
conformation of the molecule which might lead to a very different electrostatic surrounding
than in the liquid phase. Fourth crystal structure close contacts to periodic images of the
molecule induces steric barriers to certain conformations. These close contacts that might
have hindered conformations in the crystal phase that are present in the simulation will now
be discussed.

The CCA tail is in close contact with the variable loop and the anticodon stem of the tRNA,
namely residues 42 to 45. On the other side it is in close contact with the anticodon of the
tRNA YG37 and A36. The CCA tail is therefore trapped in the crystal structure.

Furthermore residues 67 to 71 are in vicinity to residues 51-53 and 64 of the TΨC loop.
G19 and C56 are close to the D arm of the tRNA. The guanosine at position 34 is in close

contact with the phosphate backbone of A at position 62 of its symmetry related image. This
induces base stacking interactions of the anticodon bases. Bigger opening angles between an-
ticodon stem and acceptor stem are unfavorable in the crystal structure. The crystallographic
symmetry favors angles that are close to 90◦ which might explain the deviation of the angles
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found to the crystal structure. A comparison to crystal structures of similar molecules that
have been derived under different crystallizing conditions might be useful.

7.4.2 Modes of motion

The dynamic behavior of tRNA relevant for its binding to perform its biological function.
TRNA binds to aminoacyl-tRNA-syntheases, elongation factor TU, and the ribosome where
it moves through the intersubunit space.

High resolution structural data for binding of tRNA binding to aaRSs is not available yet,
though attempts have been made to determine binding sites by tRNA docking to aaRSs [100].
The picture of highly flexible aaRSs can be accompanied by the findings of this thesis by that
of a very flexible tRNA.

TRNA in the A/T position that is still bound to EF-Tu reveals that the opening movement
which is described by the first eigenvector of the PCA eigenvector as well as the kinking
movement of the anticodon loop that is described by the third eigenvector are essential for
its binding [101]. The same kinking movement is essential for P/E binding of tRNA to the
ribosome [102].

The A-site accommodation of the tRNA that comprises the movement from A/T state of
tRNA to the A/A state is a crucial step in protein synthesis. From the data acquired by San-
bonmatsu et al. it has become apparent that the kinking movement of tRNA is accompanied
by a rotation of the anticodon arm as was seen exactly in the movement described by the
second and third PCA mode [103].

The modelled A/A, P/P and E/E positions in the ribosome are very close to the crystal
structure with respect to the modes of motions of tRNA [104]. As initial structures for
crystallographic refinement the crystal structures of tRNA in solution are used. Taking into
account the modes of movement determined in this thesis can help improve the quality of fits
to crystallographic or cryo-EM data.

Magnesium ions constrains the second mode of motion of tRNA as revealed by PCA analysis
while allowing for the first. As the second mode describes the kinking movement of the
anticodon loop that is essential to tRNA accommodation and movement through the ribosome
a lack of magnesium ions could thus lower the efficiency of protein synthesis.

The lack of nucleotide modifications has its biggest effect on the second PCA mode. A
change in the movement described by this mode might again hinder movement of tRNA
through the intersubunit space as the there preferred conformation with a shortened anticodon
stem.

A biological reasoning that would explain the great flexibility that was observed in the
opening angle between anticodon stem and acceptor stem was not found in this thesis. This
flexibility could give rise to new binding modes to aaRSs or EF-TU.

7.4.3 Base pairing

Oliva et al. proposed that nucleotide modifications and Mg2+ binding play interchangeable
roles in stabilizing the G15 C48 Levitt base pair in archeosines [105]. Yet for yeast tRNAPhe

that was used in our simulations we could not observe significant alterations in this base pair
but found its tertiary interactions rather unaltered throughout all setups. An analysis of this
interaction regarding single hydrogen bonds rather than general tertiary interactions might
yield further results.
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Figure 7.27: Close contacts to other tRNA molecules in the crystal. Atoms in 4 Å range
are shown as grey spheres, the residues belonging to them as grey lines. Where
interactions might affect nucleobase orientation those are shown in green lines
and cartoon representation, where the phosphate backbone is affected smudge
green is used.
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Nobles proposes that Ψ55 directly contributes to tertiary interactions between the D and the
TΨC loop while not contributing to secondary interactions in the TΨC loop alone [106]. Our
results have similar implications. The favorable tertiary interactions of P55 with G18 between
TPC and D domain gets completely lost when modifying Ψ55 to U. Additionally he proposes
a stabilizing role of the modification at U54 for the TPC arm. The effects in our simulations
were too small to support or contradict this hypothesis.

The anticodon stem loop seems to have a sensitive hydrogen bonding pattern that can be
easily disturbed by either nucleotide modifications or magnesium missing. The changes in base
paring at the anticodon stem loop where the canonical Watson-Crick interaction is lost can
lead to a destabilization of the helical fragments of the anticodon stem. This would explain
the decrease in thermal stability that was observed in the anticodon stem loop when Ψ39 is
replaced by U39 [53].

In both regions pseudouridine seems to play a major role in stabilizing tRNA structure.
This is in good agreement with previous research on the role of pseudouridine [56]. A stable
anticodon region may help proper tRNA binding on the ribosome and by that increase the
translational accuracy [55].

7.4.4 Enthalpic or entropic stabilization of tRNA by magnesium ions or
nucleotide modifications

The configurational entropy estimate by the Schlitter formula did yield the lowest configu-
rational entropy for the canonical setup and increases of configurational entropy in all other
cases.

To relate our simulations to melting experiments the free energy difference between a ordered
and a disordered state is looked at. The free energy difference to a disordered state is

∆G = ∆H − T∆S

where ∆H = Hnative − Hdisordered is the enthalpy difference between native and disordered
state and ∆S = Snative − Sdisordered is the entropy difference.

As it can be assumed that the enthalpy and entropies are almost equal for all setups in the
disordered state, the difference of the free energy difference between the canonical tRNA and
tRNA lacking nucleotide modifications, magnesium ions or both is

∆∆G = (Hcanonical − Hother) − T (Scanonical − Sother).

As known from melting experiments ∆Gcanonical < ∆Gother. With SSchlitter
canonical < SSchlitter

other the
estimate would yield Hcanonical < Hother. This speaks for an enthalpic stabilization of tRNA
by magnesium ions and nucleotide modifications.

However solvent entropy and interaction of tRNA with solvent might play a major part
in stabilizing tRNAs structure. Methods to estimate these contributions are currently under
development but could yet not be employed in this thesis.

7.4.5 The flipping of single bases

In all crystal structures of tRNA the bases U16 and U17 are flipped in opposite directions with
U16 a orientation angle between bases 15 and 16 of 50◦. This conformation is not favored
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in the simulations but is close to the ensemble average. The simulation results would rather
favor a two state model for the flipping of these bases.

The anticooperative behavior of the bases in the could be needed for accurate binding to
aaRS or EF-TU or for defining the correct distance between the ellbow regions of A/A-site
and P/P-site tRNAs in the ribosome as these bases from tRNA in the A/A-site are in close
contact(3 Å distance) to U47 of the P/P-site tRNA. The lack of magnesium ions could effect
the movement of tRNA through the ribosome by changing the orientation of bases 16 and 17
of tRNAPhe. The effect of nucleotide modifications seems to be not so dominant in this case.
Still their impact on the orientation of bases 16 and 17 might lower rates for the incorporation
of new peptides into the peptide chain.

The effect of nucleotide modifications on the orientation of A58 could be the cause for
conformational rearrangements in the ellbow region of tRNA. A different conformation in the
ellbow region will lead to a different conformation of the whole tRNA as the ellbow region
defines how anticodon stem and acceptor stem are positioned with respect to each other. To
be able to further estimate the effect of this very modification simulations with only that
modification removed will be useful.

7.4.6 Further studies

To study the effect of outer sphere binding of magnesium ions simulations with different
concentrations of magnesium ions might be useful. Free energy calculations could estimate
binding energies of magnesium ions that have been predicted experimentally and identify
binding sites and modes.

To distinguish the effect of the single nucleotide modifications simulations with only single
modifications being present or absent can give better insight into their specific role. Free
energy calculations could give hints on their stabilizing or destabilizing effects on tRNA.

Solvent-RNA interactions are another open field for studies. The analysis of the water shell
around magnesium ions and nucleotide modifications might give an atomistic explanation of
the way they function. Hydrogen bonding patterns and energies of solvent-RNA interactions
as well as estimates of solvent entropy terms will give better insight into the thermodynamic
stabilization of tRNA by ions and nucleotide modifications.

As certain nucleobases become protonated or deprotonated simulations with a constant pH-
protocoll could give better results [54]. Furthermore they could reveal the effect of a change
in pH on tRNA structure.
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Concluding remarks
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8
Conclusions and outlook

In this thesis three factors that influence RNA structure and flexibility were analyzed. This
factors were the change of temperature, analyzed on an RNA double strand, and a change in
the presence of magnesium ions and nucleotide modifications on tRNA.

Significant changes on an atomistic level as well on their general dynamics were observed
for all three factors.

The double stranded RNA simulations provided a reference frame for further simulations on
RNA. The knowledge already gained from the canonical A-from helix could help bioengineering
techniques, for example the building of pre-stressed tensegrity structures [107].

The simulations of tRNA in solution could be related to its biological function in the course
of this thesis. By that possible implications of nucleotide modifications and magnesium ions in
tRNA on its biological function could be found. Steps could be made towards a more complete
understanding of tRNA biology which in turn might prove useful for the development of new
antibiotics that might act on tRNA modifying enzymes or in the understanding of the evolution
of tRNA and its modifications [108,109].

An even better connection between atomistic pictures revealed by in silico and in vitro
experiments will be made possible by the current development of new experimental techniques
that provide high resolution data in time and space as in NMR, cryo electron microscopy or
FRET experiments on the one hand and increasing computer powers and enhanced analysis
and simulation tools for in silico experiments on the other hand. A combination of both kinds
of experiments will be a scope of future work.
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