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1

Introduction

Proteins are the working horses of life, enabling living organisms to move,
metabolize and sense, in short, to function. To fulfill such diverse tasks,
proteins take up a specific fold, i. e., a region in a complex high-dimensional
free energy landscape, which they dynamically explore [1].

The process on which the function of a protein is based, such as a large-
scale domain motion, an enzymatic reaction, association, or dissociation, is
a particular move on this free energy landscape between different protein
states. The energy barriers, valleys and plateaus along the pathway govern
the protein dynamics, resulting in the molecular mechanism and kinetics
as function demands. This coupling between dynamics and function is an
established theoretical concept [2]. Its quantitative understanding, however,
is far from complete, and requires the comprehensive characterization of the
underlying molecular processes and energetics.

Static three-dimensional structures of folded proteins are experimentally
readily accessible in atomic detail, mainly by means of X-ray crystallography
and Nuclear Magnetic Resonance (NMR) spectroscopy. Monitoring proteins
as their structure evolves in time, the basis of protein function, became possi-
ble only recently, via advanced experimental techniques, among others NMR
relaxation measurements [3–5], and fluorescence spectroscopy [6, 7]. Single-
molecule force probe experiments, such as atomic-force microscopy (AFM),
give indirect insight into protein motion by reporting the mechanical force
required to induce protein motions [8–10].

Experimental techniques, however, to date are not able to directly provide
an atomistic picture of protein dynamics. Here, simulations come into play
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1. INTRODUCTION

to complement experiments with a microscopic interpretation. Molecular
dynamics (MD) simulations are widely used to monitor protein motion on
femtosecond to microsecond time scales, and are described in Section 2.1.
To investigate specific protein transitions, including those that occur on
even longer time scales, a number of MD simulation techniques has been
developed that force the system to proceed along a defined pathway within
a reasonable simulation time. The method of choice depends on the ques-
tions to be answered regarding the functional motion under investigation.
By means of a set of advanced MD simulation methods, this thesis ad-
dresses various types of transitions: first, force-induced protein unfolding,
second, protein-ligand unbinding, both ubiquitous processes investigated for
particular systems, a muscle protein and an odorant protein, and third, an
isomerization reaction in a chromoprotein. The next two paragraphs shortly
outline AFM experiments and the MD based methods applied for the inves-
tigation of these enforced processes.

Enforcing protein motions experimentally

The AFM, originally developed as an imaging technique, was more recently
also used to manipulate single protein molecules and to measure the involved
mechanical force [10–12]. AFM experiments have been performed primarily
to study the properties of proteins with mechanical functions, namely fila-
ments and molecular motors. Above all, since force enables to explore the
energy landscape of functional motions in proteins in general, the AFM also
proved useful to gain insight into unfolding and folding pathways, ligand
recognition or the molecular basis of elasticity. Representative examples of
AFM single-molecule experiments are the unfolding of the protein filament
titin [11, 13–16] and the protein ubiquitin [17–19], the stretching of DNA
and sugar [20–23], and the dissociation of adhesion complexes [24–26].

In a typical AFM single molecule experiment, as shown in Fig. 1.1, the
molecule under investigation is attached via polymeric linkers on one side to
a surface and on the other to the cantilever, a flexible arm holding a sharp
tip. The surface is moved away from the tip with constant velocity, thus in-
ducing the unfolding or unbinding of the substrate clamped in between. The
force as a function of the cantilever position is obtained from the bending of
the cantilever. The resulting maximum and shape of the force profile allows
to draw conclusions on the mechanical stability of the system, the unfolding
or unbinding pathway and, eventually, on involved intermediates. As single
molecule experiments, AFM experiments yield forces of individual rupture
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events, and after a series of runs statistical information such as distributions,
rather than merely mean values as obtained from bulk experiments. Com-
parison of individual measurements to molecular simulations thus provides
insightful information on a single molecule level, which instead is lost when
exclusively considering ensemble averages.

Figure 1.1: Schematic drawing of a typical AFM setup, here considering the ex-
ample of the dissociation of a protein-ligand complex. The surface is moved down-
wards with constant velocity, exerting a pulling force onto the attached complex.
The bending angle of the cantilever reports on this force as a function of surface
position.

A comprehensive picture of the enforced protein motions is optimally ob-
tained by the combination of different experimental approaches. Thermo-
dynamic and kinetic quantities, such as free energies and activation free
energies of folding and binding, are a valuable source of data molecular sim-
ulations can in principle be compared to, providing the simulations allow
the estimation of these equilibrium properties. Finally, site-directed muta-
genesis of individual residues is an established experimental tool to seek out
the residues important for domain motions or ligand binding of proteins.

Titin, e. g., was intensively studied by single-molecule force experiments
like AFM and others, which were complemented by results from mutants
and thermodynamic and kinetic data (see Chapter 3 for details) [27–29].
Again, a microscopic interpretation of the macroscopic observables is left to
complementary simulations.
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1. INTRODUCTION

Enforcing protein motions by simulations

Available simulation methods to enforce the functional motion of a protein
mainly differ in the definition of the transition coordinate and the way the
system is forced to proceed along this coordinate. The coordinate can simply
be a vector in Cartesian space, a distance or angle, a collective coordinate of
motion, etc. Provided the initial and final states of the motion are at hand,
some approaches make use of both, by defining a transition coordinate that
connects the two [30–32]. To enforce the transition, one or more atoms are
subjected to a constraining force or a harmonic potential, as in Force Probe
Molecular Dynamics (FPMD) simulations [33], Umbrella sampling [32], or
Essential Dynamics (ED) [34, 35]. Other methods adaptively modify the
potential energy landscape of the system by increasing the energy of the
current local minimum to enable the system to escape from it [36,37]. In the
Free Energy Perturbation (FEP) method, the force field of the system itself
is perturbed, i. e., interpolated between two structures or topologies [38,
39]. Principles and applicability of the approaches employed in this thesis,
FPMD, ED and FEP, are shortly sketched in the following; methodological
aspects are explained in detail in Chapter 2.

By closely mimicking single molecule AFM experiments, FPMD simula-
tions are a valuable tool to simulate enforced motions in proteins. For
force-induced protein unfolding [40–42], the protein termini are connected
to ’virtual’ springs. Moving the springs away from each other results in a
pulling force that induces unfolding. Similarly, the rupture of a protein-
ligand complex can be simulated by subjecting the ligand to a pulling force
that enforces the dissociation of the ligand from the protein [43–46]. FPMD
simulations thus directly model the setup of AFM experiments, with the
springs modeling the flexible cantilever. The mechanism of the enforced
process can be related to the involved forces and energetics to identify the
mechanically stable units of the system. Additionally, structural factors de-
termining the mechanical stability and, in case of protein-ligand complexes,
the binding specificity can be deduced. Conclusions can be further refined by
comparison to point mutants [13, 16, 44], and finally validated (or falsified)
by comparison to single-molecule force probe experiments.

In ED simulations, the system is enforced to undergo functional motions by
using the knowledge of the protein or protein-ligand complex dynamics at
equilibrium. The system is driven along one or more major modes of motion
observed in free dynamics. Again, the unfolding or unbinding mechanism,
involved forces, and energetics can be obtained. ED sampling has as yet
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proved useful for an extended sampling of protein conformational space [35,
47,48], but in this thesis was applied to ligand dissociation from a protein.

FEP simulations are the third technique employed here to enforce functional
motions, also in the context of protein-ligand binding. They allow to cal-
culate free energy changes of transformations between chemically different
states, and were originally used to calculate hydration and relative binding
free energies [49, 50]. Here, FEP was not only applied in this context, but
also to assess the mechanism of the transition between conformationally dif-
ferent states [51]. This requires a unique definition of the initial and final
states and the transition coordinate.
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1. INTRODUCTION

Aim of this thesis

This thesis aims at contributing to the understanding of protein function
by elucidating the molecular mechanism of three types of transitions in dif-
ferent proteins, force-induced unfolding of the muscle protein titin kinase
(Chapters 3 and 4), ligand release from a pheromone-binding protein (PBP,
Chapter 5), and photo-induced isomerization of a chromoprotein (Chap-
ter 6), by means of MD simulations. Each of these studies addresses par-
ticular biological questions concerning the physiological role of the protein
under investigation. The biological background and questions addressed are
further detailed in the introductory sections of the corresponding chapters.

Figure 1.2: The muscle protein titin kinase. The enzyme is auto-inhibited by
blocking its active site with a C-terminal auto-regulatory tail (dark). FPMD sim-
ulations of the wild-type and mutants were employed to characterize the relieve of
auto-inhibition.

Folding and unfolding are the most fundamental functional motions of pro-
teins, those that bestow and seize protein function. Titin, a filament of the
muscle cell, partially unfolds upon muscle cell stretching and refolds upon
relaxation, thereby acting as a molecular spring under mechanical load. A
kinase domain, titin’s only catalytic domain, is located near the C-terminus
of the filament, and thus is in a prominent position to sense mechanical force
in the muscle cell.

Further insight into the putative role of titin kinase as a force sensor was
gained from its crystal structure, which is shown in Fig. 1.2 [52]. Activation
of titin kinase requires substantial motions of the protein to relieve the
active site blockage by its auto-regulatory tail. Is titin kinase activated
when unfolding under mechanical force and thus senses mechanical load in
the muscle? Our FPMD simulations aimed at characterizing the enforced
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motion — the unfolding and eventually activation mechanism — of titin
kinase, to challenge the hypothesis of titin kinase as a force sensor.

The molecular process of unfolding is governed by the underlying protein
structural properties responsible for force resistance. To complement and
validate the mechanism of wild type titin kinase unfolding obtained from
FPMD simulations, we additionally selected point mutants on the basis
of the previous FPMD simulations of the wild-type, and subjected them
to FPMD simulations. Crucial residues of the structural motifs that were
found to be mainly responsible for the stability of titin kinase were selected
for mutation. Comparison to the wild-type simulations aimed at refining
the picture of force-induced titin kinase activation.

Figure 1.3: The olfactory BmPBP and the pheromone bombykol (spheres) during
force-induced dissociation as observed during FPMD and ED. The simulations aim
at identifying physiologically relevant dissociation pathways.

Apart from functional motions of a protein by itself, protein dynamics also
govern the interaction with potential binding partners. Olfaction recently
increasingly gained attention as one of the most elaborate examples for pro-
tein function involving ligand binding. A ligand involved in olfaction is the
pheromone bombykol, a hormone for the sexual communication of the silk
moth Bombyx mori. After absorption, the hydrophobic bombykol is en-
capsulated by the pheromone-binding protein (BmPBP) and carried to the
pheromone receptor to elicit neuronal response. The remarkable mode of
function of BmPBP, both as a carrier and a selective filter, remains elusive.
Olfaction requires BmBPB to uptake and release bombykol notably fast in
conjunction with a fair selectivity. How is this achieved by BmPBP, which
does not exhibit any obvious ligand entry/exit route out of the central cav-
ity? Here, we aimed at characterizing the binding properties of BmPBP by
identifying ligand release pathways on the basis of forces and energetics, by
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1. INTRODUCTION

means of FPMD and ED simulations. We also investigate the degree and
determining factors of ligand selectivity of BmPBP using conventional MD
and FEP simulations.

Figure 1.4: The fluorescent protein asFP595 of the sea anemone Anemonia sul-
cata. The photo-switching mechanism was elucidated by inducing the underlying
isomerization reaction of the chromophore (spheres) in FPMD simulations, and by
additional simulations of the spontaneous isomerization.

A confined, yet fateful transformation, as is characteristic for light-induced
processes, occurs in the protein asFP595, a fluorescent protein of the GFP
family. This protein undergoes a reversible isomerization of its chromophore
from the trans to the cis conformation upon light absorption, and thereby
becomes fluorescent. What is the exact molecular mechanism of this re-
versible switching motion, and what is the role of the protein matrix? We
aimed here at exploring the different conceivable pathways of the isomer-
ization by FPMD and free MD simulations to estimate the discriminative
impact of the protein environment on them.

The studies described above were carried out in close collaboration with
experimental groups headed by M. Gautel, King’s College London, K. E.
Kaissling, MPI for Ornithology, Seewiesen, M. Wahl, and S. Hell at the
MPI for Biophysical Chemistry, Göttingen. Simulations were compared to
results from single-molecule experiments, spectroscopic, thermodynamic or
kinetic measurements, and mutant experiments, obtained at the laboratories
of the collaborators and others.

The systems under investigation are not only of biological interest, but rep-
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resent test cases for the applied methods, such as FPMD, ED, and FEP
simulations. Comparing the simulation results obtained with the different
techniques with each other, with other test cases, and, most importantly,
with experiments, contributes to the validation and improvement of the ap-
proaches and spot their strength and potential pitfalls.

These investigations finally also aimed at adding to the picture of protein dy-
namics in general. What brings about the mechanical stability of proteins?
What determines molecular recognition? Or what is the role of a protein
environment in a specific reaction? By looking at particular proteins, this
thesis shall give further insight into some of the more basic principles of
functional protein motions.
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2

Theory and Methods

This Chapter outlines the general theoretical framework of this thesis and
the basic methods applied. Details on the particular methods and the sim-
ulation setup used for the different biological systems are given in the re-
spective Chapters 3 to 6.

2.1 Molecular Dynamics Simulations

The general concern of this thesis is to describe the molecular dynamics
of proteins, i. e., the structure and properties of proteins at atomic detail
as they evolve in time. Proteins typically consist of several tens to several
hundred amino acid residues, amounting to thousands of atoms, and feature
dynamics from bond vibrations at the femtosecond timescale to large-scale
conformational changes occurring within microseconds or even more slowly.
The only established simulation method that can cope with the high com-
plexity of protein structures and yet is able to assess relevant time scales
is Molecular Dynamics (MD) simulations. This section shortly outlines the
principles and approximations on which MD simulations rest. It specifically
highlights those aspects of MD simulations which were of particular concern
for this thesis without the attempt to be comprehensive. Special MD-based
simulation techniques applied, FPMD, ED, and FEP, are described in Sec-
tions 2.4 and 2.5. For a comprehensive description of MD, we refer to recent
reviews [53] and relevant text books [54,55].
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2. THEORY AND METHODS

Approximation I: Born-Oppenheimer

The dynamics of any system is described by the time-dependent Schrödinger
equation,

Hψ = i}
δψ

δt
, (2.1)

where H denotes the Hamiltonian, the sum of potential and kinetic energy,
ψ the wave function, and } = h/2π with h Planck’s constant. The wave
function comprises all particles of the system, i. e., it is a function of the
coordinates and momenta of both, nuclei and electrons. Due to the much
lower mass and consequently much higher velocity of electrons compared to
nuclei, electrons can often be assumed to instantaneously follow the nuclear
motion. Therefore, in the Born-Oppenheimer approximation [56], the total
wave function ψtot is separated into the nuclear ψn and electronic wave
function ψe,

ψtot(R, r) = ψn(R)ψe(R; r), (2.2)

where R and r are the coordinates and momenta of the nuclei and electrons,
respectively. Thus, the electronic wave function ψe only parametrically de-
pends on the position, not on the dynamics, of the nuclei. As a result of
this approximation, Eq. 2.2 separates into two equations, a time-dependent
Schrödinger equation for the motion of the nuclei, and a time-independent
Schrödinger equation for the electronic dynamics.

Approximation II: Force fields

The Born-Oppenheimer approximation allows to treat the electronic wave
function of a system as a function of only the nuclear coordinates. Within
this framework, the calculation of electronic energies requires the solvation of
the time-independent Schrödinger equation for the electrons. This, however,
is prohibitive due to the large number of electrons in proteins.

As a second approximation, therefore, a classical force field for the calcula-
tion of the potential energy of the system as a function of nuclear coordinates
is derived from fitting to the quantum-mechanical ground state energy. The
force field is based on a simple ’ball-and-spring’ model for atoms connected
via bonds [57]. For details and recent advancements we refer to the review
of Jørgensen et al. [58].

Fig. 2.1 illustrates the components of the force field comprising bonded
interactions, namely energy terms for bonds, Vb, angles, Va, proper and im-
proper dihedrals, Vdih, and additional non-bonded interactions, specifically
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Figure 2.1: Scheme to illustrate the components of a typical mechanical force field
as used for the simulations in this thesis considering as example the pheromone
bombykol and selected protein side chains. Black arrows: bonded interactions: Vb,
bond-stretching potential, Va, angle-bending potential, Vdih, dihedral (out-of-plane)
potential. Gray arrows: non-bonded interactions: VCoul, Coulomb potential, VLJ,
Lennard-Jones potential.

non-polar Lennard-Jones interactions, VLJ, and electrostatic interactions be-
tween partial charges of the atoms, VCoul. It is given by

V (R) = Vb + Va + Vdih + VCoul + VLJ (2.3)

=
∑

bonds

ki

2
(li − li,0)2

+
∑

angles

ki

2
(θi − θi,0)2

+
∑

dihedrals

Vn

2
(1 + cos(nω − γ))

+
∑

atoms i

∑
atoms j>i

4εij

[(
σij

rij

)12

−
(
σij

rij

)6
]

+
qiqj
4πrij

.

The force field parameters for bonded interactions comprise the equilibrium
bond length li,0 and angle θi,0, the respective force constants ki, and the mul-
tiplicity n, the torsional barrier height Vn and the phase γ of the dihedrals.
Non-bonded interactions are parametrized in terms of partial charges qi for
Coulombic interactions, and the parameters εij and σij , defining the depth
and width of the Lennard-Jones potential, respectively [59]. Parameters are
derived by fitting to experimental thermodynamic or structural quantities,
and/or to higher (quantum) level calculations [58].

A number of force fields have been developed differing in the strategy of
parametrization, and the exact formulation of some of the energy terms in
Eq. 2.3 [60–63]. Here, titin kinase and the pheromone-binding protein were
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2. THEORY AND METHODS

modeled using the GROMOS96 force field [62]. It has been developed and
refined for proteins by comparison to thermodynamic properties, mainly
solvation free energies, of amino acids, and belongs to the class of united-
atoms force fields, in which aliphatic non-polar hydrogens are unified with
the carbon they are bound to. The resulting CH, CH2, and CH3 groups
are treated as a single ’atom’ with appropriately adjusted mass, charge and
Lennard-Jones parameters. This united-atom approach proved useful for
the simulation of protein dynamics over more than a decade and is under
constant development, ans also was applied for the simulations of titin kinase
and BmPBP. The OPLS force field [63] was developed for proteins on the
basis of quantum mechanical calculations of small chemical entities, and
treats all atoms explicitly. It here was used for the simulation of the photo-
isomerization in asFP595, which required a consistent and accurate all-atom
force field for both protein and chromophore.

The force fields described above have been developed for proteins on the
basis of their building blocks, amino acids. Non-protein parts of the sys-
tem, such as cofactors, ligands, or non-native amino-acids, require addi-
tional parameters. Depending on the desired accuracy, they can be either
derived ab initio from experimental data and quantum mechanical calcu-
lations, or, if possible, simply adopted from parameters of amino acids or
other molecules available in the force field. Bombykol, the physiological lig-
and of the pheromone-binding protein, has been parametrized to simulate
possible pathways of ligand release (Chapter 5). While its polar head is sim-
ilar to the serine side chain, the two conjugated double bonds of the apolar
tail are unique. Available serine parameters for the former, and crystallo-
graphic data and quantum mechanical results for the latter were applied.
The covalently bound chromophore of asFP595 (Chapter 6) is formed from
three amino acids, methionine, tyrosine, and glycine. It shows similarity
to these residues and histidine, and thus was parametrized in accordance to
the OPLS force field of these residues. Charges of the chromophore, instead,
were derived quantum-mechanically.

The molecular mechanical force fields applied in this thesis suffice to de-
scribe the potential energy of proteins for the simulation of protein dynam-
ics. Their application to quantum processes involving substantial changes of
the wave function, such as chemical reactions and photo-excitation, however,
are not forthright feasible. Nevertheless, the force fields in principle permit
to implicitly incorporate quantum effects to some extent. Here, excited state
properties were successfully modeled within the classical OPLS force field,
to study the photo-induced isomerization of the fluoroprotein asFP595, as
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described in Chapter 6. This example demonstrates the usefulness, and, at
the same time, the limit of today’s molecular mechanical force fields.

Approximation III: Classical dynamics for the nuclei

The size of proteins prohibits the solution of the time-dependent Schrödinger
equation for the motion of the nuclei. As the third approximation, the
nuclear dynamics are therefore described classically by Newton’s second law,

−dV
dri

= mi
d2ri
dt2

, or (2.4)

Fi = miai, (2.5)

where V is the potential energy of the system, as given in Eq. 2.3, as a
function of all atomic coordinates, ri and mi are the coordinates and the
mass of atom i. The force Fi acting on this atom at position ri determine
its acceleration ai, i. e., which in turn yields the change of the velocity and
position of atom i within a given time step dt. For the efficient numerical
integration of the Newton’s equations of motion, the Verlet algorithm [64]
is applied here.

The integration time step has to be chosen such that it is small in comparison
to the fastest motions of the systems. Bond vibrations involving hydrogen
occur within several femtoseconds, and restrict the time step to ∼1 fs. A
number of algorithms to constrain bond lengths have been developed that
allow larger time steps. MD simulations presented in this thesis apply the
LINCS algorithm and a time step of 2 fs [65].

Simulation details

The natural environment of proteins is, apart from membrane proteins and
interactions to other macromolecules, water. For simulating a model system
as close as possible to the in vivo system, water molecules and sodium chlo-
ride in physiological concentration are added to the system for solvating the
protein. Explicit solvation of the protein poses the problem, how to treat
the system boundary such that, without the introduction of large artefacts,
the number of solvent molecules, and thereby the computational expense
for the solvation, are kept small. Two major approaches are the use of a
boundary potential that maintains the volume and shape of the simulation
system, or the use of periodicity. Periodic boundary conditions are achieved
by infinitely replicating the simulation box, and evaluating the forces by
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2. THEORY AND METHODS

taking interactions of a particle within a single copy, with its nearest image
and additional long-range interactions (see below) into account. The peri-
odicity removes errors from artificial boundaries, but might entail internal
correlations if the box size is so small that the mirror particles ’see’ each
other. For the MD simulations of this thesis, cuboid boxes with a minimal
distance of the protein to the borders of 1.2 nm were used.

Figure 2.2: Simulation system of the FPMD simulations. Protein atoms are shown
as spheres, water molecules as lines.

Simulating transitions involving large-scale conformational changes, such
as protein unfolding or ligand unbinding, requires a simulation box large
enough to accommodate each of the conformations occurring during the
transition. The simulation system for examining force-induced unfolding
of titin kinase has therefore been chosen such that the box dimension in
the direction the force acts onto the protein is sufficiently large, here 186 Å
(Fig. 2.2). For this purpose, the simulation system obtained from equili-
brating the protein in water was enlarged by adding a box of water and ions
on both side of the titin kinase, and re-equilibrating the solvent only. The
same procedure was applied to the bombykol-PBP system by enlarging the
simulation box on the side the ligand is pulled out of the protein cavity. Ad-
ditionally, in the case of titin kinase, parts of the unfolded peptide segments
were deleted before crossing the box borders to continue the unfolding simu-
lation without the need to enlarge the box again. We refer to the respective
sections for details (3.2.1 and 5.2.2).

The computationally most expensive part of the force calculation at each
integration step is the evaluation of the non-bonded interactions, the last
sum of Eq. 2.3, as it requires N2 summations for the N atoms of the system.
A simple and routinely applied way to enhance the computational efficiency
is to restrict the calculation of non-bonded interactions to atoms within a
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defined cut-off, typically in the range of 1.0 to 1.4 nm [61]. In contrast to the
fast decaying Lennard-Jones potential (with r−6), the use of a cut-off for
the Coulomb potential that slowly decays with r−1 has been shown to cause
severe errors [66,67].

We therefore applied the grid-based Ewald summation [68]. Originally
formulated for the calculation of electrostatic potentials in periodic crys-
tals, this methods splits the electrostatic interaction into two contribu-
tions, of which the interactions within the cut-off are calculated directly,
via

∑
i

∑
j>i

qiqj

4πrij
, as given in Eq. 2.3, and the long-range interactions out-

side of the cut-off are calculated in the reciprocal space. Here, the related
Particle Mesh Ewald (PME) method as implemented in Gromacs was em-
ployed, which, with a scaling of N logN , is again more efficient than the
Ewald summation by using fast Fourier transformations for the calculation
of the reciprocal sum [69,70]. The FEP method, described in detail in Sec-
tion 2.5.3 below, involves the smooth conversion of partial charges in case
they differ in the initial and final state. The evaluation of the electrostatic
contribution to the total free energy change on the basis of PME is not yet
implemented in Gromacs. This currently prohibits the application of PME
in this case. For the free energy calculations of bombykol and bombykal
binding to BmPBP and of the trans-cis isomerization of asFP595, a cut-off
was employed, of which the associated inaccuracies remain to be evaluated
by comparison to PME.

Due to the approximations in evaluating non-bonded interactions, and the
numerical integration, the total energy of a simulation system is not per se
conserved. To adjust the simulation temperature T accordingly, the system
was coupled to a heat bath of the reference temperature T0 with the coupling
time constant τT . Here, using the algorithm of Berendsen et al. [71], the
atomic velocities were rescaled with

v′ = v

√
1 +

∆t
τT

(
T0

T
− 1

)
, (2.6)

where ∆t is the integration time step. The coupling strength is set by the
coupling constant τT , here 0.1 ps.

Temperature coupling assumes the system to be thermally equilibrated, and
removes temperature differences. At thermal equilibrium, the different parts
constituting the simulation system, protein, water, and ions, are at the same
temperature, which in most of the simulations presented here is separately
adjusted for these parts. In contrast, a system in which part of the parti-
cles actually are at a different temperatures is the chromophore of asFP595
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2. THEORY AND METHODS

after absorption of a photon. Electronic excitation is followed by a relax-
ation from the Franck-Condon region on the excited state surface. A signif-
icant part of the photonic energy thereby is converted into kinetic energy of
the chromophore. To simulate the dynamics of the ’hot’ chromophore, as
described in detail in Section 6.2.2, correspondlngly higher velocities were
assigned to these atoms. The chromophore was decoupled from the heat
bath; and thermal equilibrium sets in more slowly by collisions with the
particles surrounding the chromophore. The possibility of coupling parts of
the system to separate heat baths of different temperature was also useful
for replica-exchange MD simulations of the bombykol-BmPBP system (see
Section 2.3).

2.2 Monte Carlo Simulations

MD methods simulate the system as it evolves in time by calculating the
motion of the atoms from the forces acting on them (Eq. 2.5). The sys-
tem then moves on the potential energy surface and overcomes barriers not
larger than a few kBT . Alternatively, the phase space of the system can
be explored by a random walk on the potential energy surface. In Monte
Carlo (MC) methods, a new point in phase space is generated by subjecting
one or more atoms of the system to a random move. Coordinates are mod-
ified by adding a random Gaussian distributed step, with a given average
step size and an equal probability of forward and backward steps. The new
conformation is accepted if the potential energy E decreases in this MC
step, i. e., if E(i + 1) > E(i). Otherwise, the step is accepted if the Boltz-
mann factor, e−β(E(i+1)−E(i)), is larger than a random number between 0
and 1, otherwise rejected. The Metropolis criterion [72], which generates a
Boltzmann-distributed conformational ensemble, in short reads

P = min(1, e−β(E(i+1)−E(i))), (2.7)

where P is the acceptance probability of an attempted step, and β denotes
the inverse temperature, β = 1

kBT , with kB the Boltzmann constant.

MC methods are less computationally expensive than MD methods, given
the same potential energy function to model the system, since forces do
not have to be evaluated. The high dimensionality of the phase space of
proteins, however, renders the application of MC methods to the simula-
tion of protein motions difficult, since the generation of new conformations
with a sufficiently high acceptance rate and average step size is non-trivial.
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Nevertheless, MC simulations proved useful for systems with less degrees of
freedom.

In this thesis, force probe MC (FPMC) simulations were carried out to vali-
date the conclusions derived from FPMD simulations of titin kinase (Chap-
ter 3). FPMD simulations suggested the different mechanism of β-sheet
ruptures as the main cause for their different mechanical resistance. To test
if this is actually the case, the all-atom molecular mechanical model has been
simplified further to yield a two-dimensional potential energy surface of the
β-sheets, which was explored using the MC algorithm and subjecting the
β-sheets to an additional pulling force. Details are given in Sections 3.2.2
and 3.3.4.

2.3 Replica-Exchange Molecular Dynamics Simula-
tions

Within the short nanosecond time scale accessible to conventional MD sim-
ulations, the system often cannot overcome larger energy barriers to regions
of the configurational space that are sampled at physiological conditions. In
this case, the obtained conformational ensemble might not be quite com-
plete. Several MD simulation methods to enhance conformational sampling
have been developed and extensively reviewed [73–75], inter alia replica-
exchange MD (REMD) simulations, which make use of increased temper-
atures and were originally developed for folding simulations of small pep-
tides [76–79]. More recent applications are, e. g., the simulation of peptide
aggregation [80], of membrane insertion of a peptide [81], or the calculation
of NMR order parameters [82].

In REMD simulations, a number of copies (replicas) of the system is simu-
lated simultaneously at different temperatures with conventional MD. Pair-
wise exchange of replicas is attempted repeatedly after a number of MD
steps. This allows the system that is eventually trapped within an energy
minimum at low temperature, to escape this minimum at higher tempera-
tures by surmounting the barrier towards another minimum. The exchange
probability is calculated using the Metropolis criterion as in MC simulations
(see Eq. 2.7).

Successful exchanges of replicas, the prerequisite for efficient sampling, re-
quire a sufficient overlap of their potential energy distributions. The overlap
is large enough for satisfying acceptance ratios (10− 50 %) in case of systems
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2. THEORY AND METHODS

with a small number of degrees of freedom and small temperature differ-
ences between the replicas. Conventional REMD simulations are therefore
restricted to systems comprising not more than a few thousand atoms, using
implicit solvent and/or small peptides, typically in the context of peptide
folding [77, 78]. In this thesis, however, the large size of the system under
investigation, the average sized BmPBP in explicit solvent, required an ad-
ditional reduction in the number of degrees of freedom for a sufficient energy
overlap. To this end, the solvent was simulated at the same, physiological,
temperature in all replicas, while the protein and ligand, the part of the sys-
tem of interest, were simulated at different temperatures. By coupling these
two parts of the system to separate heat baths (Eq. 2.6), the temperature
difference was maintained.

2.4 Simulating force-induced transitions

By means of the three approximations described above, and due to the ever
increasing computational power at hand, protein dynamics can nowadays be
routinely assessed on nanosecond time scales. Some of the processes we are
interested in here, such as ligand release or protein unfolding, however occur
more slowly. The strategy applied here to also describe events that are slow
from the viewpoint of molecular simulations, is to accelerate the transition
by means of additional forces that act into the designated direction.

A number of simulation methods have been developed for this purpose that
differ in the choice of the reaction coordinate along which the process is
enforced to proceed, and the way the force is applied. In this thesis, two of
them, FPMD (and FPMC) and ED simulations, were used and are described
below.

2.4.1 Force Probe Molecular Dynamics Simulations

In FPMD simulations, parts of the system, one or more pull groups, are en-
forced to move along a pre-defined pulling direction. This allows to simulate
otherwise slow processes within the accessible time scale of MD simulations,
provided the reaction coordinate can be approximated by a linear pulling
direction in Cartesian coordinates. Additionally, FPMD is particularly ap-
propriate for the simulation of proteins of which the dynamics under force
as such are physiologically and/or experimentally relevant. Proteins are
subjected to force (i) in vivo — as molecular force sensors or molecular
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machines with other mechanical functions, e. g., ubiquitin and immunoglob-
ulin — and (ii) in single-molecule experiments, using AFM (see Chapter 1),
optical/magnetic tweezers, or others.

Figure 2.3: Example for FPMD simulations. Bombykol dissociating from its
receptor, BmPBP, when subjected to a harmonic spring potential. The COM of
the protein BmPBP is kept fixed.

Fig. 2.3 shows an example of an FPMD simulation system.

One or more pull groups i, comprising one or more atoms of the system, are
subjected to a harmonic spring potential,

Vspring,i(t) = k0[zi(t)− zspring,i(t)]2, (2.8)

where k0 is the force constant of the spring, zi(t) the position of the center-
of-mass (COM) of the pulled atoms, and zspring,i the position of the spring.

Mechanical stress is applied by moving the spring(s) with constant velocity
v along the pulling direction, zspring,i(t) = zi(0) ±∆z(t), where ∆z(t) = vt

is the spring dislocation. Experiments often refer to the loading rate, dF
dt ,

which for weak springs is defined as k0v. Forces

Fi = k0 [zi(t)− zspring,i(t)] (2.9)

at the pull groups are recorded every time step. Eqs. 2.8 and 2.9 identically
apply to FPMC simulations. In this case, the spring is moved with a constant
rate per attempted step, including those rejected according to the Metropolis
criterion.

For the force-induced unfolding of titin kinase (Chapter 3), the Cα-atoms of
the terminal residues, i=C,N, were subjected to harmonic potentials, which
are moved in opposite directions. This ’two-side pulling’ approach differs
from the usual FPMD simulations for protein unfolding, where only one
terminus is pulled, and the other one is held fixed. This has the advantage
that friction arising from dragging the protein through water is significantly
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2. THEORY AND METHODS

reduced. Bombykol unbinding (Chapter 5) was induced by subjecting the
COM of bombykol to the moving harmonic potential, while constraining the
COM of the protein to the initial position to prevent it from being dragged
through the water together with the ligand.

Force profiles are obtained using Eq. 2.9. Fluctuations at the resonance fre-
quency of the spring lead to artifacts in the profiles, and were suppressed
by smoothening the forces with a Gaussian function. Rupture or unfolding
forces are the maxima of the force profiles, the error of which is estimated
from the uncertainty in rupture forces after smoothening with varying Gaus-
sian distribution widths [42,43].

Parts of the peptide chains have been omitted in FPMD and FPMC simu-
lations, in the first case for keeping the simulation system reasonably sized,
and in the second case for a further simplification of the β-sheet model. To
account for their elasticity, the worm-like-chain (wlc) model was applied.
The wlc model was originally developed to describe the elasticity of poly-
mer chains, and is routinely used to fit force profiles from protein unfolding
events [11]. It relates the force Fwlc to the extension of the chain, x, with

Fwlc =
1
βp

[
1

4(1− x/L)
− 1

4
+
x

L

]
, (2.10)

where L denotes the contour length of the peptide chain, β the inverse tem-
perature, and T the temperature, p=0.4 nm the typical persistence length
of peptides. Deviations from the wlc model can be interpreted as particular
mechanical resistance apart from entropic effects along the unfolding path.

2.4.2 Theory of force probe experiments

As stated previously, MD simulations of larger systems are in general re-
stricted to nanosecond time scales. AFM experiments, as they are under
way for titin kinase, instead enforce the process to occur several orders of
magnitude slower. Simulations and experiments yield unfolding forces that
can be directly compared after extrapolating the forces obtained from FPMD
simulations to experimental time scales. For the systems investigated in this
thesis, experimental forces are, however, not (yet) available for comparison.

A quantitative relation between the loading rate, k0v and the rupture force
that allows this extrapolation has been previously deduced from rate the-
ory [44, 83]. It is based on the assumption that the mechanical load does
not alter the unfolding pathway, i. e., the overall shape of the energy profile,
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Figure 2.4: The activating force Fa acting along the reaction coordinate z accel-
erates the transition by lowering the activation free energy G 6= to G 6=v .

but only the barrier heights. Kramers’ approximation [84],

k = ω0e
−β∆G6= (2.11)

relates the rate of a transition k to the activation free energy, ∆G 6=, the
maximal free energy along a given reaction coordinate. Kramers’ pre-factor
ω0 is the attempt frequency of the system due to thermal fluctuations to
rescue the initial valley and to overcome the activation barrier, and is related
to the curvature of the energy profile at the initial minimum. We now
consider a force-activated process, where the reaction coordinate z equals
the pulling direction, and the free energy profileG(z) of unfolding is modified
by the additional activating force, Fa according to Gv(z) = G(z)− Faz. As
shown in Fig. 2.4, the activation free energy is reduced to

∆G 6=
v = ∆G 6= − z 6=Fa, (2.12)

where z 6= is the position of the activation barrier on the reaction coordinate.
Under the assumption that the total external force, Fext, comprises the
activating force Fa and an additional friction force, one obtains

Fext(v) = γv +
1
βz 6=

ln
v

k∆z 6=
, (2.13)

where ∆z 6= is the scatter width of z 6=, and given by v/kv, and γ is the friction
coefficient.
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Enforcing the reaction on small time scales, i. e., with high pulling velocities
v, yields forces dominated by friction. In this thesis, we aimed at assessing
lower pulling velocities to obtain forces that linearly depend on ln v (compare
Eq. 2.13), and therefore can be compared to experimentally observed forces
of the same and related proteins.

2.4.3 Essential Dynamics Simulations

In FPMD simulations as described in Section 2.4.1, the reaction coordinate
along which the system is driven is defined externally. Only in some cases,
the pulling direction is known a priori. In the case of titin kinase (Chapter 3)
the pulling direction simply equals the vector that connects both protein
termini. In constrast, for the identification of a ligand exit pathway out
of the protein (Chapter 5), the appropriate pulling direction is unknown, a
problem that can be only partially solved by sampling and by comparing
different directions.

For the identification of ligand release pathways in BmPBP, alternatively,
the reaction coordinate was deduced from the system under investigation it-
self. In ED simulations, the system is driven along a reaction coordinate that
represents one or several of the main modes of collective motion observed
during free dynamics of the system. The main modes, or principal compo-
nents, are calculated by diagonalizing the covariance matrix. This Principal
Component Analysis (PCA) [85] gives the eigenvectors, of which those with
the highest eigenvalues correspond to the collective motion of the system
with largest amplitude. PCA is in general a useful analysis tool to detect
major conformational changes in proteins apart from high-frequency fluctu-
ations (see, e. g., Section 3.3.3). It is however restricted to linear collective
coordinates. Recently, an approach to assess general non-linear collective
coordinates was developed by Schröder et al. (submitted), which was ap-
plied here to detect the non-linear correlated bombykol-BmPBP dynamics
(Section 5.3.1).

Fig. 2.5 shows the basic principle of ED sampling. One or more eigenvectors
are defined as the subspace in which sampling shall be enhanced. Each of
the eigenvectors of this subspace is sampled along a given direction, and
with a given step size. This is either achieved by enforcing a step-wise fixed
increase, or, alternatively, by accepting only those MD steps that show no
change or any increase along the subset of collective coordinates. The latter
restricts the system to a smaller extent and therefore was applied here (see
Section 5.2.2). The perpendicular degrees of freedom are unperturbed and
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Figure 2.5: Principle of ED. Linear sampling along a chosen eigenvector in for-
ward (black) or backward (gray) direction, with fixed (top) or variable (bottom)
increment.

can equilibrate during the ED simulation. The parameter that influences
the simulation time, in which the motion of a certain amplitude occurs, is
given by the step size, which, in the latter case of an acceptance criterion,
represents an optional upper limit for the progressive motion.

2.5 Free energy calculations

Forces, as obtained from FPMD simulations of protein unfolding or protein-
ligand dissociation, measure the mechanical stability of the system. They
thereby give insight into the properties of the system under mechanical load,
i. e., under non-equilibrium conditions. The free energy of a system, in con-
trast, is an equilibrium quantity, a state function independent of the pathway
leading to this state. The free energy of state X is defined as GX = − 1

β lnZX,

where ZX is the partition function, ZX =
∫
e−βHX(r)dr, with phase space r,

the Hamiltonian HX(r), and the inverse temperature β = 1
kBT . The calcu-

lation of the free energy from its partition function, however, is prohibitive,
due to the complexity of the Hamiltonian in the high-dimensional phase
space of a protein. Instead, free energy differences between a state A and
a state B, ∆G = GB − GA, can be more readily estimated from driving
the system from A to B. Three calculation methods, the Jarzynski relation,
potentials of mean force (PMF), and FEP, were applied in this thesis to the
bombykol-BmPBP system (Chapter 5), and are outlined in the following
Sections 2.5.1 to 2.5.3.
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2.5.1 Free energies from non-equilibrium trajectories

Driving the system from state A to state B in finite time, i. e., under non-
equilibrium conditions, involves friction. Part of the force externally applied
to induce the transition does not add to the free energy difference but irre-
versably goes into dissipated heat. Thus, the spent mechanical work equals
to or is larger than the difference in free energy, ∆G ≤W , where the equality
holds for infinitely slow transitions at equilibrium.

The Jarzynski equality,

〈e−βW 〉 = e−β∆G, (2.14)

instead holds also for the non-equilibrium case [86]. This remarkable relation
in principle allows to calculate free energy differences from non-equilibrium
experiments and simulations [87,88]. It was applied here to calculate the free
energy for the dissociation of bombykol from BmPBP from the forces ob-
tained from FPMD simulations. Free energy calculations using the Jarzynski
equality, however, are hampered by the slow convergence of the exponen-
tial average, especially when applied to processes far from equilibrium. To
discuss the errors involved in the calculations, its original derivation [86] is
briefly shown here.

Figure 2.6: Ensemble of trajectories for the transition from A to B for the free
energy calculation using the Jarzynski equation.

As shown in Fig. 2.6, we consider an ensemble of paths leading from state
A to state B within a switching time ts. The switching parameter λ para-
metrizes the reaction coordinate from the initial (t = 0, λ = 0) to the final
state (t = ts, λ = 1). The work applied for a single trajectory of this en-
semble to the point z in phase space is the force, i. e., the derivative of the
Hamiltonian with respect to λ, integrated over the whole path,

w(z, ts) =
∫ 1

0

δHλ(z, t)
δλ

dλ. (2.15)
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The Boltzmann average of the work over the ensemble of trajectories is given
by

〈e−βW 〉 =
∫
f(z, ts)e−βw(z,ts)dz, (2.16)

where f(z, ts) denotes the phase space density. According to the Liouville
theorem of Hamiltonian systems, the phase space density is conserved in
time along a trajectory,

f(z, t) = f(z0, 0) =
e−βH0(z0)

Z0
. (2.17)

With this relation and the work along one trajectory

w(z, ts) =
∫ 1

0

δHλ

δλ
dλ (2.18)

= H1(z, ts)−H0(z0), (2.19)

one obtains

〈e−βW 〉 =
∫
Z−1

0 e−βH1(z)dz (2.20)

= Z1Z
−1
0 (2.21)

= e−β∆G, (2.22)

the above Jarzynski relation.

Figure 2.7: Work distributions to illustrate the convergence problem of Jarzynski
free energy estimates. The distribution of the exponential work (gray) is shifted
with respect to the work distribution (black). The respective averages, the free
energy, ∆G, and the average work, 〈W 〉, respectively, differ in the average dissipated
work, 〈Wdis〉.

The Jarzynski equation holds for infinite sampling of transitions from A to
B. As illustrated in Fig. 2.7, the exponential average is particularly sensitive
towards rare trajectories in the region of low values of the work distribution.
The higher the irreversible part of the work, the more is the work distribution
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shifted with respect to the distribution of the exponential work, and the
slower does the sampling converge. The shift equals the dissipated work,
Wdis.

Convergence was here tried to be improved by calculating the free energy
difference not directly from the exponential average, but from the cumulant
expansion [86,89,90],

log〈ex〉 = 〈x〉+ 1
2〈(x− 〈x〉)2〉+ . . . , (2.23)

up to the second order, which gives

∆G = 〈W 〉 − 1
2β〈(W − 〈W 〉)2〉 (2.24)

= 〈W 〉 − 1
2βσ

2
W ,

where σW is the variance of the work distribution. By using the second order
cumulant expansion, the free energy estimate is not dominated by the tails,
but by the width of the distribution, which can be more easily estimated
from a rough sampling. As can be seen from Eq. 2.24, the average dissipated
work, 〈Wdis〉 = 〈W 〉 − ∆G, is directly related to the variance of the work
distribution, 〈Wdis〉 = 1

2βσ
2
W (see Fig. 2.7).

The Jarzynski relation allows to calculate free energies from simulations far
from equilibrium. This saves computational power, that in turn, however,
has to be invested into sufficient sampling of transition paths. Previous
studies showed that free energy calculations on the basis of the Jarzyn-
ski equation are comparable to conventional equilibrium methods in terms
of accuracy at similar computational expense [88, 90]. In this thesis, free
energy profiles calculated with Eq. 2.14 from FPMD simulations for bom-
bykol release from BmPBP were compared to the PMF obtained from ED
simulations (see next section for details), and found to achieve comparable
accuracy (Chapter 5).

2.5.2 Free energies from equilibrium trajectories

ED simulations yielded non-equilibrium forces necessary to drive the system
forward or backward along a principal mode. Equilibrium forces were es-
timated from fixing the essential coordinate at equidistant values zn, while
allowing the remaining 3N − 1 degrees of freedom, with N the number of
atoms, to equilibrate. The mean force of each of the n points along the prin-
cipal mode then was approximated by the force average of this window. An
initial equilibration phase of each window was excluded from the calculation
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of the average force. The PMF is given by the sum over the average forces
of the n windows,

∆GPMF =
∑

n

〈F 〉∆z, (2.25)

where dz is the distance between sampling points along the principal mode z,
and 〈F 〉 the mean force. It here was calculated for the bombykol release from
BmPBP, with the first principal mode serving as the reaction coordinate z.

Convergence can be slow due to non-equilibrium effects and large force fluc-
tuations. It was assessed by comparing PMFs obtained from windows of
different lengths and parts of the trajectories. Free energy profiles and con-
vergence for the release of bombykol from BmPBP are discussed in Sec-
tion 5.3.2

2.5.3 Free energy perturbation

The calculation of the free energy difference between two different states
A and B from their partition function, with ∆G = RT ln〈eβHA(r)−HB(r)〉
requires infinite sampling of the phase space and is therefore computationally
prohibitive, as stated before. Instead, an initial system A (parametrized with
λ = 0) was slowly transformed, or ’mutated’ into a system B (λ = 1) [38,39],
and the free energy difference then was calculated according to

∆GFEP =
∫ 1

0

〈
δH(r)
δλ

〉
λ

dλ. (2.26)

This formulation assumes the switching to be sufficiently slow to ensure
equilibrium conditions (compare the non-equilibrium case of Eq. 2.15).

The perturbation might simply comprise the change in one or a few confor-
mational degrees of freedom the two states differ in. A rotation around
selected dihedral angles of the asFP595 chromophore by means of FEP
yielded its isomerization and the involved forces (Chapter 6). Concern-
ing protein-ligand complexes, the point of interest here was the comparison
of the binding affinity of two different ligands to a protein, as for the bind-
ing of bombykol and bombykal to BmPBP (Chapter 5). Fig. 2.8 shows the
thermodynamic cycle that allows to calculate the difference of the binding
free energies of two different ligands A and B,

∆∆Gb = ∆GB
b −∆GA

b (2.27)

from the free energy changes upon ’mutating’ the ligands in their unbound
states, ∆GA2B

aq , and bound to the protein, ∆GA2B
complex, with

∆∆Gb = ∆GA2B
aq −∆GA2B

complex. (2.28)

35



2. THEORY AND METHODS

Figure 2.8: Thermodynamic cycle to calculate the difference in binding free ener-
gies of two ligands from FEP simulations of the unbound and bound ligands into
each other, respectively, using Eq. 2.28.

The ’mutation’ is introduced by interpolating between the two ligand topolo-
gies, here between bombykol and bombykal. Within the time course of one
FEP simulation, the interpolation parameter λ is gradually changed from
0 to 1 with an identical increase of λ at each MD step (conventionally re-
ferred to as slow-growth thermodynamic integration). The bombykol (ol)
and bombykal (al) bonded potential energies are parametrized by λ yielding
a total bonded potential Vb,

Vb = (1− λ)V b,ol + λV b,al. (2.29)

The hydrogen atom of the bombykol hydroxyl group is mutated to a dummy
atom, i. e., its charges and Lennard-Jones parameters are changed to zero.
The appearance or disappearance of this atom close to λ = 0 and λ = 1
gave rise to singularities of the non-bonded potentials when interpolated
linearly. To remove this problem, non-bonded interactions were calculated
with soft-core potentials [91–93], here given by

Vnb = (1− λ)V nb,ol(rol) + λV nb,al(ral) (2.30)

with the soft-core distances

ral = (ασ6
al(1− λ)2 + r6)1/6 (2.31)

and
rol = (ασ6

ol(1− λ)2 + r6)1/6. (2.32)

Here, r is the inter-atomic distance used for calculating the conventional
non-bonded potentials. The soft core parameter α controls the height of
the potential at zero distance and was set to 1.51 [93]. The interaction
radius σ is given by the Lennard-Jones parameters, with (C12/C6)1/6, for
C12, C6 6= 0, otherwise σ= 0.3.
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3

Enforced Titin Kinase Activation

3.1 Titin and titin kinase

”According to Greek Mythology, the Universe was formed and
controlled by Titans - godlike giants who created order from
chaos. In the same way, the most gigantic of all proteins, titin,
brings order to sarcomeres (the contractile units of the striated
muscle) and organizes the machinery for condensation of chro-
mosomes in dividing cells.” (A. R. Means [94])

The basic contractile unit of muscle is the sarcomere, which contains two
major types of protein filament, thin and thick (Fig. 3.1a). The thin and
thick filaments are crosslinked at the Z-disc and M-line and mainly consist of
the motor proteins myosin and actin, which undertake the task of generating
an active force for muscle contraction.

Titin, the third type of filament of the sarcomere, is a giant protein of approx.
3 MDa, and the longest covalently linked protein known. In contrast to the
motor protein filaments, and in spite of — or due to — its large size, it
was first described as late as 1977 (as connectin) [95]. Within the past
decade, since the amino acid sequence of titin is known [96], much insight
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Figure 3.1: Muscle and the muscle filament titin. (a) Electron-micrograph of
striated muscle, kindly provided by Mathias Gautel. (b) Half of the sarcomere and
the position of titin kinase (red) are sketched. Tandem titin domains are shown as
spheres.

into its structure and mechanical properties has been gained. It spans half
the sarcomere from the Z-line to the M-band, thereby connecting the other
two major muscle filaments, actin and myosin, with each other, as shown in
Fig. 3.1b [97,98]. Titin is composed of a series of covalently bound domains
(blue and green spheres in Fig. 3.1), of which the number and sequence vary
for different muscle types. Human cardiac titin consists of approximately
300 repeating immunoglobulin (Ig) and fibronectin III (Fn3) domains. It
shows additional insertions, namely the PEVK segments, an elastic proline-
, glutamate-, valine-, and lysine-rich region, and the other unique segments
N2A and N2B [99].

Upon muscle cell stretch the titin filament generates passive tension by
straightening and partial unfolding of its domains that restores the sarcom-
ere length and realigns the muscle filaments after stress release [100,101]. It
thereby keeps the filamentous components organized and plays a major role
in muscle elasticity [102].

Single-molecule studies of the mechanical stability and mechanical unfolding
of titin have revealed the molecular basis of titin elasticity. I-band Ig and
Fn3, and PEVK domains have been extensively studied by optical tweezers
and atomic force microscopy (AFM) [8, 9, 11, 103–105]. For a description of
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single molecule AFM experiments, see Chapter 1. A sequence of unfolding
events of individual domains along the titin filament at forces in the 20 to
several 100 pN range were resolved by these techniques. MD simulations [40,
41, 106, 107] identified hydrogen bond ruptures between terminal β-strands
as the initial events of Ig unfolding, leading to an unfolding intermediate.
Further pulling yields unfolding of the domain in an all-or-none fashion [13,
108]. The high rupture forces required for Ig and Fn3 unfolding found in
these experiments indicate that unfolding, if any, occurs only under extreme
physiological tension to prevent irreversible damage [102,109].

Near titin’s carboxy terminus, located at the M-band, titin contains its
only catalytic domain, the titin kinase (red ball in Fig. 3.1). The crystal
structure of the titin kinase domain has been solved [52] and is shown in
Fig. 3.2. It exhibits a kinase domain fold that, with a β-sheet rich smaller
lobe and an α-helix rich bigger lobe, is typical for giant kinases and was first
found for CAPK [110]. As a member of the serine/threonine kinases, the
active site is located between the small and the big lobe. It comprises the
catalytic residue, Asp127, that transfers the phosphate moiety from ATP to
a serine or threonine of the protein substrate, as well as the well-conserved
ATP binding residues. In contrast to most other kinases, titin kinase is
autoinhibited by its C-terminal regulatory tail (shown in red), in a way
similar to twitchin kinase [111]. The αR2 helix binds to the kinase ATP
binding site and specifically interacts with the residues involved in catalysis.
The C-terminal part of the regulatory tail, βR1, forms a β-sheet with βC10
and βC11 (yellow in Fig. 3.2). Similarly, the N-terminal part of titin kinase
forms a β-sheet comprising the strands βC1, βC2, and βC3.

Titin kinase activation therefore requires release of autoinhibition, in par-
ticular the removal of the auto-inhibitory tail from the active site. It has
been shown to occur in differentiating myocytes upon phosphorylation of
Tyr170 and Ca2+/Calmodulin binding to αR1, the N-terminal α-helix of
the regulatory tail [52].

The role of titin kinase is largely unknown, and has been only partly uncov-
ered by experiments showing that it influences myofibrillogenesis in differen-
tiating muscle cells by phosphorylation of telethonin [52,113]. Recent studies
also indicate a connection between titin kinase and the signalling pathway
of muscle-specific ring finger proteins (MURF) [114–116]. One of the three-
members MURF protein family, MURF-1, interacts with the titin domains
adjacent to the N-terminus of titin kinase, and downstream, in form of het-
erodimers with MURF-3, with transcriptional regulators. Deletion of a large
segment of M-line titin, including the binding sites for muscle-specific ring
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3. ENFORCED TITIN KINASE ACTIVATION

Figure 3.2: Titin kinase [1TKI [52]] in its autoinhibited conformation. The cat-
alytic site is shown in blue, the regulatory tail in red, and the terminal β-sheets in
yellow. The harmonic pulling potentials used for the force probe simulations de-
scribed in the Methods section are symbolized as springs. All proteins were plotted
with Pymol [112].

finger proteins (MURF), myomesin and DRAL as well as titin kinase indeed
led to low expression and poor organization of myofibrils [117, 118]. These
findings point at a role of titin kinase in muscle gene expression signaling in
the adult muscle.

Considering the exceptional location of the kinase, which is integrated into
the molecular titin ’spring’, it has been speculated (M. Gautel, priv. com-
munication) that titin might play the role of a force sensor that passes the
information of stress level in the titin filament on via substrate phosphory-
lation. In this scenario, as depicted in Fig. 3.3, structural rearrangements
within the titin kinase domain driven by the stretching forces along the titin
molecule result in a release of auto-inhibition. The force-induced active con-
formation allows ATP binding and phosphorylation of the substrate. Very
recent findings indeed connect titin kinase to signalling pathways controlling
muscle protein expression [119]. Titin kinase was found to bind nbr1, a zinc-
finger protein that is involved in a signalling cascade down to the the serum
response transcription factor in the nucleus. Transcription of muscle protein
was enhanced upon mechanical load on titin. This mechanism corroborates
the hypothesis of titin kinase as a force sensor.
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Figure 3.3: Titin kinase as a force sensor. The hypothesis of a force-induced release
of the regulatory tail from the active site, that then can bind ATP and substrate
for phosphoryl-transfer, is depicted schematically.

Whether this is actually the case and how kinase activation is triggered by
release of autoinhibition is the subject of this Chapter. To this aim, FPMD
simulations (see Section 2.4.1) of titin kinase partial unfolding were carried
out by subjecting both titin kinase termini to a harmonic pulling potential
which mimics the tension in a stretched titin filament. The hypothesis of
titin kinase as a force sensor would only be corroborated in case the active
site of titin kinase is found to not at once fall apart, as observed for Ig
and Fn domains, but instead stays intact in the long run during partial
unfolding. The simulations aim at (a) predicting the force required for
mechanical unfolding, (b) examining the force-induced structural changes
in the regulatory tail and kinase domain with regard to kinase activity,
and (c) gaining a closer insight into the dependence of force resistance on
structural properties.

The titin kinase construct used for crystallization [52] lacks 24 N-terminal
residues of the kinase domain. This sequence is resolved in the twitchin
kinase crystal structure (pdb-entry 1KOB [111]) and shows high sequence
similarity in these two proteins (Fig. 3.4). Twitchin is yet another filament
of the muscle, similar to but shorter than titin, and located in the A-band
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3. ENFORCED TITIN KINASE ACTIVATION

of the sarcomere [120]. To check if the missing part of titin kinase affects
the results, additional MD and FPMD simulations of twitchin kinase were
performed.

Figure 3.4: Sequence alignment of the N-terminal regions of titin kinase and
twitchin kinase. Invariant and semi-invariant residues are highlighted with a dark
gray and light gray background, respectively. The numbering refers to twitchin
kinase.

3.2 Simulation details

3.2.1 MD and Force Probe MD simulations

All simulations were carried out using the MD software package GROMACS
3.1.4 [121]. The GROMOS96 force field [62] for the protein and the SPC
water model [122] were employed. Simulations were run in the NPT en-
semble. The temperature was kept constant at T = 300 K by coupling to a
Berendsen thermostat with a coupling time of τT = 0.1 ps [71]. The pres-
sure was kept constant at p=1 bar using anisotropic coupling to a Berendsen
barostat with τp = 1.0 ps and a compressibility of 4.5 10−5 bar−1 in x, y, and
z-direction [71]. All bonds were constrained using the LINCS algorithm [65].
An integration time step of 2 fs was used. Lennard-Jones interactions were
calculated using a cutoff of 10 Å. At a distance smaller than 10 Å, elec-
trostatic interactions were calculated explicitly, whereas long-range electro-
static interactions were calculated by PME summation [69] (see Section 2.1).

The simulation system was set up as follows. Protonation states of titratable
groups of titin kinase (pdb entry 1TKI [52]) were determined by calculating
pKa values using Whatif [123] and its interface to DelPhi [124]. The pro-
tein was solvated in a cubic box of 88 x 78 x 76 Å3 in size containing ∼50,000
atoms. 27 sodium and 29 chloride ions were added corresponding to a phys-
iological ion strength of 100 mM. An energy minimization of 200 steps using
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the steepest descent algorithm was followed by a 400 ps MD simulation with
harmonical constraints on the protein heavy atoms with a force constant of
k = 1000 kJ mol−1 nm−2 to equilibrate water and ions. A subsequent MD
simulation of 7.5 ns length was performed to equilibrate the whole system,
during which the protein backbone RMSD was monitored.

For FPMD simulations a simulation system large enough to accommodate
the unfolded protein is required. After rotating the equilibrated system such
that the termini were aligned along the box z-axis, water and ions were
added to give a cuboid box of 78 x 84 x 186 Å3 in size, containing ∼120,000
atoms (see Fig. 2.2). A subsequent 200 ps MD simulation with harmonic
constraints on the protein heavy atoms during the first 100 ps was carried
out. The final structure of this run served as starting structure for the
FPMD simulations.

A number of FPMD simulations with different pulling velocities v were
performed, 0.004 Å/ps, 0.008 Å/ps, 0.02 Å/ps (twice), 0.05 Å/ps (twice),
0.1 Å/ps, and 0.5 Å/ps, with simulation times ranging from 150 ps to 22 ns,
totaling 42 ns of FPMD simulation time.

Simulations were stopped after the distance of one of the termini to the box
borders dropped below 7 Å. In order to further extend the FPMD simulations
of 0.004 Å/ps and 0.008 Å/ps pulling velocity, pulling was continued with
truncated protein structures, and the elasticity of the omitted peptides was
described by a wlc model (Section 2.4.1). Here, residues 1 – 19 and 308 – 321
of the final snapshots with ∆zi(t) = 65 Å obtained from the 0.008 Å/ps and
0.004 Å/ps simulations were deleted. Terminal ammonium and carboxylate
groups of residues 20 and 307, respectively, were built, and SPC water and
two sodium ions to substitute the net negative charge of the removed peptide
chains were added. The resulting system was energy minimized, and solvent
and ions equilibrated with harmonic restraints on the protein heavy atoms
as described above. Cα-atoms of residues 20 and 307 were then subjected to
a harmonic spring potential with modified spring constant k′0 to account for
the elasticity of the deleted peptide chains. Accordingly, k′0 was calculated
from the force Fwlc present at the peptide fragments alone using the wlc
model (Eq. 2.10) with

k′0 =
Fwlc

∆d
, (3.1)

where ∆d denotes the end-to-end distance of the peptide chain.

The contour length L was chosen as the number of amino acids times length
of one amino acid. The resulting spring constant of ∼100 kJ/mol/nm2 for
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3. ENFORCED TITIN KINASE ACTIVATION

the deleted peptide chains is smaller than k0, and thus was chosen as the
spring constant k′0 for further pulling.

The simulation setup for twitchin kinase was chosen similar to the setup of
titin kinase. The structure was solvated in SPC water with physiological ion
strength in a cubic box of 101 x 80 x 83 Å3 in size. After energy minimization
and a 400 ps MD simulation with harmonic constraints on the protein heavy
atoms, a 5.5 ns equilibration run of the whole system was performed. The
74 x 85 x 140 Å3 box for the subsequent FPMD simulation contained the equi-
librated twitchin kinase structure, with its termini aligned along the z-axis,
water and ions (∼89,000 atoms). Added water and ions were equilibrated in
a 200 ps MD simulation as described above. A single FPMD simulation of
6 ns in length was performed, as also described above, with two pull groups,
the Cα-atoms of residues 1 and 353, a pulling velocity of 0.008 Å/ps, and a
spring constant of 500 kJ/mol/nm2.

Protein domains and the hinge axis involved in the hinge motion as obtained
from PCA were determined using the program DynDom [125].

Hydrogen bond potentials were calculated from hydrogen-acceptor distances
∆s according to Espinosa et al. [126] with

Epot = −1
2
(50× 10−3 kJ/mol)e−36∆s. (3.2)

To obtain a measure for the width of the hydrogen bond potential decay,
a0, hydrogen bond energy traces were fitted with the function Ẽpot(∆z) =
(exp (∆z − a2)/a0 + a1)−1, where ∆z is the distance between the current
and initial location of the spring.

3.2.2 Force Probe Monte Carlo Simulations

To test if the conclusiong from the FPMD simulations that the differ-
ent strength of the terminal β-sheets originates from their different rup-
ture mechanism, two-dimensional models of the traversed energy landscapes
were studied by FPMC simulations (for MC and FPMC simulations, see
Sections 2.2 and 2.4.1). The rupture of the two β-sheets with six inter-
strand hydrogen bonds each (between βC1 and βC2, and between βR1 and
βC10, respectively, see Fig. 3.2) was modeled using a properly chosen two-
dimensional effective potential G(x1, x2) (see 3.3.4 and Fig. 3.11 there).
The two reaction coordinates for the concurrent and sequential rupture, x1

and x2 − x1, respectively, were defined as the distances between the termi-
nal amino acids of the β-strands pulled apart. The total length of the two
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connected β-sheets then is given by x2. The origin was chosen such that the
initial β-sheet lengths were zero.

For the FPMC simulations, a harmonic spring potential as a function of
the spring position and x2 was added in a similar manner as in the FPMD
simulations (Eq. 2.8), using the same spring constant of 500 kJ/mol/nm2.
The short peptide sequences between the terminal sheets and the spring in
the FPMD simulations are absent in the MC simulations. To take their
elasticity into account, their force constants were calculated according to
Eq. 2.10 as described previously, but were found to be an order of magnitude
larger than the force constant of the spring, and thus to be negligible. Each
MC simulation was started with a particle at the minimum of the energy
surface G(x1, x2) (reaction coordinate x1 = 0 and x2 − x1 = 0). Random
Gaussian distributed steps backward and forward along the two reaction
coordinates x1 and x2 − x1 with an average step size of 0.0015 nm were
accepted or rejected according to the Metropolis criterion [72] at 300 K. Each
step was accompanied by a movement of the spring to a larger x2 with a
constant step size. A set of FPMC simulations with spring velocities varying
between 10−5 and 10−2 nm/step was performed, and the spring position at
which the β-sheets rupture was monitored and compared to the respective
FPMD results.

3.3 Results

3.3.1 Equilibration and free dynamics

The structure of titin kinase during equilibration and the subsequent 7.5 ns
long free MD simulation was compared to the crystal structure. The root
mean-square deviation (RMSD) from the crystal structure leveled off at
2.0 Å for the protein backbone atoms. The root mean-square fluctuations
per residue showed a correlation coefficient = 0.7 with the crystallographic
B-factors, indicating that the overall protein structure and dynamics as ob-
served by X-ray crystallography is also captured in the simulation (data not
shown).

The only significant deviation from the X-ray structure was seen for the cat-
alytic site residues. According to the crystal structure, Asp127, the catalytic
base, and Arg129, both conserved residues of serine/threonine kinases, form
a double salt bridge. At the nanosecond time scale of the free dynamics
simulation, this salt bridge is reversibly broken and mostly substituted by a
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Figure 3.5: (a)-(c) Snapshots of titin kinase at 3.7 ns and 6.0 ns, and of twitchin
kinase at 2.7ns. (d) Comparison of the side chain fluctuations of the titin kinase
(main panel) and twitchin kinase catalytic sites (inset). Center-of-mass distances
between the side chains of Asp127 and Arg129 (black) and of Arg129 and Glu131
(red) of titin kinase are shown. The inset shows the respective distances between
Asp152 and Lys154 (black) and Lys154 and Glu156 (red) of twitchin kinase.

Glu131-Arg129 salt bridge (Fig. 3.5). This catalytic site ’wobbling’ was not
seen for the free MD simulation of twitchin kinase, where the homologue
Asp152-Lys154 salt bridge stayed intact.

3.3.2 Unfolding mechanism

Force probe unfolding simulations have been carried out with pulling speeds
from 0.004 Å/ps to 0.5 Å/ps; the slowest pulling simulation covered 22 ns.
This time scale is four to six orders of magnitude faster than the time scale
in vivo and of AFM experiments. In order to analyze how the unfolding
forces and mechanism vary with the time scale of the unfolding, FPMD
simulations were carried out with varying pulling velocities covering a range
of nearly two orders of magnitude. Unfolding forces observed for different
velocities are shown in Fig. 3.6a. As can be seen, these forces are nearly
equal for the N and C-termini, respectively, which shows that in all cases the
protein position between the springs is close to equilibrium. Furthermore,
the expectation that both side pulling reduces friction was justified.

Eq. 2.13 describes a linear dependency of the rupture force on v, in Fig. 3.7
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seen for v > 0.05 Å/ps, the friction-dominated regime, and a logarithmic
dependency for v ≤ 0.05 Å/ps, the thermally activated regime. Typically
FPMD does not allow for a straightforward extrapolation to experimental
time scales. Therefore, Heymann et al. have suggested to use the spon-
taneous unfolding rate k0 as an additional experimental input [127]. Un-
fortunately, this rate has not yet been measured for titin kinase, so that a
prediction of rupture forces at the experimental time scale is not possible at
present.

Figure 3.6: (a) Maximal rupture forces as a function of pulling velocity v for the
N-terminus (black) and C-terminus (red). Error bars indicate the uncertainty in
the maximal rupture force due to the choice of a Gaussian distribution width for
smoothing (see Methods section). (b) Spring positions (dislocation with respect
to the starting position) at which the first (solid) and final (dashed) rupture of
two N-terminal (black) and two C-terminal (red) β-sheets occur, as a function of
the pulling velocity for the four slowest pulling simulations. The inset shows the
maximal rupture force observed during the period of the four β-sheet ruptures.

The rupture events observed in the FPMD simulations of the logarithmic
regimes were compared with each other and found to be similar with respect
to the main features, as described below. If not otherwise mentioned, the
results of the 0.004 Å/ps simulation are therefore presented.

Unfolding dynamics are mainly governed by the rupture of the terminal anti-
parallel β-sheets, shown in yellow in Fig. 3.2, in particular by the rupture of
hydrogen bonds between the strands βC1, βC2 and βC3 at the N-terminus
(I) and those between βC10, βC11 and βR1 at the C-terminus (II) (Fig. 3.7).
The largest force is required for the C-terminal βC10-βR1 rupture, which is
preceded by the βC11-βR1 rupture at lower force. At the N-terminus rup-
ture of the βC1-βC2 β-sheet is followed by the βC2-βC3 rupture. Another
main rupture event is the loss of secondary structure of the inhibitory tail
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sequence αR2 which coincides with its detachment from the ATP binding
groove (III).

As the only major difference of the unfolding pathways between slower and
faster pulling simulations, we observed the sequence of events I -III (Fig. 3.7).
The FPMD simulations with v= 0.05 Å/ps and v=0.004 Å/ps shall serve
as the most pronounced examples. At a velocity of 0.05 Å/ps, N- and C-
terminal β-sheet ruptures occur simultaneously, after the spring positions
have moved by approx. 35 Å each. At the end of the simulation, αR2 has
lost its secondary structure only partially and did not substantially dislocate
from the ATP binding site between small and big lobe. Instead, αR2-small
lobe interactions are partially disrupted due to the dislocation of βC1 and
βC2 at the time of N-terminal β-sheet rupture.

Figure 3.7: Force profiles and main rupture events for FPMD simulations of the low
velocity regime. N-terminal ruptures (I) are shown in yellow and red, C-terminal
ruptures (II) in light and dark cyan and the αR2 rupture (III) in gray.

In contrast, during the FPMD simulation with v=0.004 Å/ps, ruptures of
the C-terminal β-sheet at a spring position of 15 - 30 Å clearly precedes that
of the N-terminal β-sheet (62 - 78 Å). As a consequence of the higher force
resistance of the βC1-βC2 β-sheet relative to the βC10-βR1 β-sheet, αR2
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leaves the active site prior to ruptures at the N-terminus. The force peak at
a spring location of 42 Å can be attributed to the simultaneous rupture of
interactions between αR2 and the small lobe, of which the β-sheet still is tak-
ing up its original conformation and hydrogen bond pattern. With regard to
the similarity of the N and C-terminal β-sheets — both are antiparallel and
contain six intrastrand hydrogen bonds — the different mechanical strength
is remarkable and will be inspected more closely below.

In general, as shown in Fig. 3.6, a decrease in pulling velocity leads to a
stabilization of the N-terminal β-sheet with respect to the C-terminal β-
sheet. However, a similar tendency is not observed for the forces required
for these ruptures (Fig. 3.6, inset). Here, the relative strength of β-sheets
are not reflected by the rupture force but rupture time.

Except for the terminal β-strands and the inhibitory tail, the protein sec-
ondary and tertiary structure remains remarkably stable. After a dislocation
of 92 Å of each spring, the titin kinase keeps its native secondary structure
fold for 50 % of its residues, or for 64 % of the residues not yet pulled out of
the protein core.

3.3.3 Open-closure motion

For four FPMD simulations at low pulling velocity, principal components of
the titin kinase dynamics have been calculated to characterize the main col-
lective motions induced by the applied mechanical stress. The FPMD runs
were used to calculate the covariance matrix of the protein backbone atoms,
and after projection onto the largest eigenvectors, similar global domain
motions were found for each of the four trajectories. In all cases, the eigen-
vector contributing mainly to the total protein motion (with a contribution
of 76-86% to the total fluctuations) describes the movement of the terminal
protein sequences apart from each other, and, in this sense, is the trivial
one. The more relevant second largest eigenvector, with a contribution of
7-8%, describes an open-closure motion involving the active site (Fig. 3.8).
During the 0.004 Å/ps simulation, e.g., the projection of the trajectory onto
the second eigenvector (Fig. 3.8a) decreases until a spring position of 60 Å
is reached. Structural inspection (Fig. 3.8b) shows that this drop describes
an opening motion of the active site. The subsequent rupture of the N-
terminal β-sheet then yields the main drop in force, leading to a closure
motion of the small and big lobe. This relaxation of the strained protein
conformation is reflected by a subsequent increase of the projection of the
second eigenvector, and thereby restores the initial binding site geometry.
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The open-closure motion closely resembles the one observed also in the con-
formational transition from inactive to active states in other protein kinases
like insulin receptor tyrosine kinase [128].

Figure 3.8: Open-closure motion of the small and big lobe during pulling. (a)
Projection onto the second eigenvector as a function of simulation time. (b) Overlay
of the extreme projections of the titin kinase motion on the second eigenvector (gray:
closed conformation, colored: open conformation). The hinge axis between the two
dynamic domains as determined with DynDom [125] (cyan: big lobe; yellow and
orange: small lobe and regulatory tail) is depicted as red arrow; hinge residues are
shown in red.

According the the domain analysis of the second eigenvector with Dyn-
Dom [125], the whole regulatory tail including the αR1 and αR2 segments
moves collectively together with the small lobe (Fig. 3.8b). Consequently,
α2 maintains its tight interactions to small lobe residues until rupture of
those at a spring position of 44 Å, i.e., briefly before the closure motion sets
in. In contrast to αR2, which at a spring position of 90 Å has moved to
an RMSD of 40 Å, αR1 shows a deviation from its initial conformation by
less than 5 Å. Thus, in spite of the concerted motion with αR2, the total
fluctuations of αR1 are significantly smaller. The two main hinge points
for the open-closure motion are located at (i) the big lobe regulatory tail
interconnection N-terminal of αR1 (residues 272-273) and neighboring se-
quences, and (ii) at residues 60-66 (small lobe) and residues 141-145 (big
lobe), which is the only region at which the big and small lobe stay tightly
aligned during force-induced unfolding (Fig. 3.8b).

Comparison of the PCA (see Section 2.4.3) of all FPMD simulations shows
that both, the eigenvectors, which characterize the nature of the main col-
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lective motions, as well as the associated eigenvalues, which measure the am-
plitudes of these motions, are largely unaffected by the choice of the pulling
velocity. The most pronounced change is seen for the first eigenvector, which
contributes between 86% (v =0.05 Å/ps) and 76% (v =0.004 Å/ps) to the
overall dynamics. This finding is in line with the observation that also the
rupture forces drop only slightly below 0.005 Å/ps (Fig. 3.6a) as expected for
a low unfolding rate. Taken together, our results indicate that the FPMD
simulations presented here, even though restricted to nanoseconds, capture
at least a relevant fraction of the conformational dynamics that are expected
at the physiological and experimental time scales.

3.3.4 β-sheet ruptures

Molecular dynamics simulation results

To elucidate the molecular origin of the pronounced and unexpected asym-
metry in the strength of the two terminal β-sheets, we compared their hydro-
gen bond rupture pattern. Figure 3.9 shows the hydrogen potential energy
as a function of time for the ruptures at the N- and C-terminus.

As can be seen, hydrogen bonds between the strands βC1 and βC2 rupture
concurrently within a very short time interval, in response to a shearing force
acting parallel to the β-strands in opposite directions (cf. the sketch and
snapshots in Fig. 3.10). After rupture, the strands slide along each other un-
til they snap in again by forming a new set of hydrogen bonds (see Fig. 3.9).
In contrast, the β-strands at the C-terminus, oriented approximately verti-
cally with respect to the pulling direction, rupture in a step-wise manner,
resulting in a zipper-like opening of the β-sheet. Here, no transient non-
native hydrogen bonds are formed (Fig. 3.10). As already observed for the
overall conformational motions, also this pronounced contrast of concurrent
versus sequential rupture of the β-sheets is seen in all FPMD simulations,
independent of the pulling velocity.

Assuming that the two β-sheet ruptures occur independently from each
other, the order of ruptures can be used to characterize the relative me-
chanical stability of the respective β-sheets — the weaker β-sheet should
rupture first. Indeed, the β-sheet that is oriented parallel to the pulling
direction ruptures at higher loads, and thus is more force resistant, than
the β-sheet oriented vertical to the pulling direction (Fig. 3.6). This is not
unexpected, since the concurrent rupture of N hydrogen bonds requires a
higher force than a single bond rupture within a sequential rupture, as it
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Figure 3.9: Hydrogen bond interactions at the terminal β-sheets. Shown are hy-
drogen bond strengths for each hydrogen bond between the β-strands as indicated.
As can be seen, βC1-βC2 ruptures concurrently, the other sheets sequentially. For
concurrent rupture, subsequent transient hydrogen bonds are formed.

has been shown previously [40,108,129,130]. Interestingly, the difference in
stability vanishes for increasing pulling velocity (Fig. 3.6).

The question arises, if the different rupture behavior at the termini is indeed
sufficiently and quantitatively explained by the different orientation of the
β-sheets, or if other factors also contribute. How would one expect them to
scale towards experimental pulling velocities and does this explanation also
hold for the physiological time scales? To answer these questions and to
understand the underlying physics, we have performed FPMC simulations.
Here, the system is not simulated in atomic detail, but instead only the
different energy landscapes underlying the concurrent and sequential rupture
mechanisms are included.
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Figure 3.10: Differences of hydrogen bond rupture patterns for the two terminal
β-sheets. Upper panel: Sketch of the sequence of ruptures at the N-terminus (top)
and the C-terminus (bottom). Lower panel: snapshots of the N-terminal βC1 and
βC2 (yellow and green, respectively, top); snapshots of the C-terminal βC10 and
βR1 (yellow and green, respectively, bottom). Hydrogen bonds are drawn as dashed
(intact) and dotted (ruptures briefly before) dashed lines.
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Monte Carlo simulation results

As a simple model we describe sequential and concurrent rupture by the
one-dimensional energy profiles shown in Fig. 3.11b. The average potential
energy difference between an intact and broken single hydrogen bond was
set to −23 kJ/mol, the average value obtained for the relevant bonds from
the MD simulations according to Eq. 3.2. For sequential rupture (Fig. 3.11a
top), a step-wise increasing hydrogen bond potential was chosen (Fig. 3.11b).
A single rupture event involves the rupture of one hydrogen bond, and, there-
fore, leads to an increase in potential energy along the reaction coordinate
x2 − x1 by −23 kJ/mol with a low activation barrier. Each rupture event of
the concurrent rupture (Fig. 3.11a bottom), in contrast, involves a barrier
with a height corresponding to the number n of hydrogen bonds presently
formed, as all hydrogen bonds rupture at each sliding event along x1. The
subsequent drop accounts for the formation of n − 1 transient hydrogen
bonds. For both types of rupture, the change along the reaction coordinate
was set to 1 nm, the average increase of this distance observed in the MD
simulations during a complete rupture. Comprisin these two processes, the
system moves within a 2-dimensional energy landscape (Fig. 3.11c).

In the FPMD simulations, β-sheet rupture is followed by a fast unfolding of
the released peptide chain. To account for its elasticity in the MC simula-
tions, a wlc element was attached to each β-sheet. This element was modeled
by allowing steps along each reaction coordinate after the respective hydro-
gen bond potential has been traversed (x1 > 1 nm and x2 − x1 > 1 nm
respectively) on a wlc energy surface (Eq. 2.10) with a contour length of
2.5 nm.

Figure 3.11d shows the spring positions at which the first and last hydrogen
ruptures of the β-sheets occur for varying spring velocities, which is to be
compared to the MD results shown in Fig. 3.6b. As expected, for low pulling
velocities, the parallel occurs after the sequential rupture, with the two
ruptures well separated from each other, in correspondence to the FPMD
results. The trajectory of an FPMC run in this regime leads along the
border of the energy profile of Fig. 3.11c (first along x2 − x1 with x1 = 0,
then along x1 with x2 − x1 = 0).

The increase of the spring positions with pulling velocity that was seen in the
FPMD simulations is also observed here. In particular, for large pulling ve-
locities the rupture processes take longer, in qualitative agreement with the
MD simulations (Fig. 3.6b). Below v = 50 × 10−5 nm/step, the two differ-
ent positions at which the two β-sheets rupture do not change considerably,
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Figure 3.11: FPMC simulations with model energy landscapes. (a) Sketch of the
model system: two attached β-sheets rupturing concurrently (top) and sequentially
(bottom). (b) Assumed one-dimensional energy profiles for the sequential and con-
current rupture of a β-sheet with six hydrogen bonds. (c) Combined hydrogen
bond potential energy surface G(x1, x2 − x1). Here, x1 is the reaction coordinate
of the sequential, x2 − x1 that of the concurrent rupture, respectively. combining
the profiles of (b). (d) Spring positions at which the first (lower curve) and final
rupture (upper curve) of the β-sheets occur as a function of the pulling velocity for
the concurrent (circle) and the sequential (plus) rupture. The inset shows data for
a larger velocity range.

which suggests that this sequence of events, as seen in the MD simulations,
is likely to be observed also at physiological and experimental time scales.
For large velocities, the spring positions of the final C-terminal rupture and
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the starting N-terminal rupture approach each other and finally overlap.
The simultaneous rupture of both β-sheets corresponds to a trajectory that
diagonally traverses the energy surface of Fig. 3.11c. The cross-over takes
place when the velocity, at which the spring is dislocated each step, exceeds
the average step size, i.e., when Stokes friction sets in, which in the MC
simulations is implicitly described via the diffusion coefficient that is set by
the ratio between the squared average positional step size and the time step.
Above this point, unfolding can not keep up with the fast movement of the
spring. In agreement with the MD simulation results (3.6), the cross-over
occurs within one order of magnitude of pulling velocities.

Individual hydrogen bond ruptures

A striking difference between the dynamics of concurrent and sequential
rupture was found in the individual rupture events as quantified by the
steepness of the hydrogen bond potential energy increase with time. In the
FPMC simulations, the dislocation of the spring during which a rupture
event takes place was two orders of magnitudes larger for the sequential
as compared to the concurrent rupture. In other words, hydrogen bonds
rupture within a significantly longer time interval in a sequential than in a
concurrent fashion.

Is this differential behavior as found for the simple two-dimensional model
also in agreement with the MD simulations? We studied the rupture dy-
namics of the β-sheet hydrogen bonds during the FPMD simulations by
examining the potential energy of individual hydrogen bonds. The interval
during which a hydrogen bond potential drops from the value of 23 kJ/mol
in average to 0 kJ/mol, was assessed by fitting a properly chosen function to
the hydrogen bond energy trace (see Methods section and Fig. 3.12). As can
be seen, hydrogen bonds that rupture concurrently indeed show a smaller
width a0 of the potential decrease then those that rupture sequentially.

A more sudden rupture of a sheet under longitudinal force indeed is ex-
pected, since a weakening of the hydrogen bonds between the strands leads
to the complete loss of interactions and a large sliding movement until the
strands snap in again. A pair of hydrogen bond partners breaking apart
during a sequential rupture, instead, stay in proximity until the adjacent
hydrogen bond breaks in the next step. This results in a comparably slow
hydrogen bond potential decay. The width a0 decreases with decreasing
pulling velocity for the same reason that causes the decrease of maximal
rupture force (Fig. 3.6); with a lower loading rate a rupture becomes likely
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Figure 3.12: Difference between fast and slow hydrogen bond ruptures. (a) Hy-
drogen bond potentials (black), running average over 50 ps and fit to the running
average with a logistic function (gray, see Section 3.2). Shown are two representa-
tive hydrogen bond ruptures at the N and C-terminus, respectively. (b) Width a0

of the fitting function as a measure for the abruptness of the rupture process. Val-
ues are averaged over the hydrogen bonds of the sheet, error bars give the variance
among them.

already at lower loads due to thermal activation. In summary, the difference
in the abruptness of the hydrogen bond potential decay between concurrent
and sequential rupture as suggested by the MC simulations was also found in
the corresponding FPMD simulations, thus providing further support that
our simple two-dimensional model captures the underlying physics of the
rupture process.

3.3.5 Release of auto-inhibition

We now focus at the active site to investigate whether the unfolding indeed
leads to a relieve of auto-inhibition while leaving the active site intact. If
not noted otherwise, we subsequently report the results for the simulations
with a pulling velocity of 0.004 Å/ps. Similar results have been obtained for
the other simulations in the low velocity regime.

The titin kinase regulatory tail (residues 275-321), particularly the αR2 helix
(residues 296-301), tightly binds to the active site via multiple hydrogen
bonds and van der Waals contacts. Fig. 3.13 shows the course of the van
der Waals interaction energies between residues of the αR2 and the small
lobe. As can be seen, the van der Waals contacts rupture simultaneously at
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a spring position of 44 Å. These ruptures are the main trigger for αR2 release
from the active site groove. Together with the rupture of the intra-helical
hydrogen bonds of αR2, this event gives rise to a force peak. Interactions
of αR2 to the active site also include those to side chains of residues known
to be involved in ATP binding (Lys36, Glu51, Asp87, Glu147, data not
shown). In all simulations the inhibition of residues Glu51 and Glu147
is removed prior to the rupture of van der Waals contacts of to the small
lobe; the Glu51-Ala304 hydrogen bond ruptures at a spring position of 36 Å,
the Glu147-Gly303 hydrogen bond ruptures at 30 Å, respectively. An early
rupture of the initial Lys36-Gly302 hydrogen bond at 10 Å is followed by
the formation of a Lys36-Ile299 hydrogen bond, which ruptures at 45 Å ,
i.e., immediately after the main rupture of van der Waals contacts to the
small lobe. Asp87 forms a transient hydrogen bond to regulatory tail Ser295,
which finally breaks at a spring position of 42 Å.

Figure 3.13: One-step rupture of the inhibitory tail from the small lobe. The van
der Waals interaction energy for residue pairs of the small lobe (1-83) and αR2
(296-301) smoothed by Gaussian filtering with a band width of 100 ps is shown.

In summary, together with the detachment of the hydrophobic contacts be-
tween the regulatory tail and the small lobe, autoinhibition of the ATP
binding residues is removed. In spite of the variability of side chain con-
formations, all low velocity FPMD simulations share the relevant specific
residue-residue interactions, although the detailed sequence of ruptures may
differ, due to variations of the spring position at rupture by ± 20 Å.

Is the structure of the active site after removal of the auto-inhibitory tail suf-
ficiently intact for the proposed force-triggered kinase activity? To answer
this question, the geometry of the active site was characterized by monitoring
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the distances between Cα atoms of the catalytic and ATP binding residues
during the FPMD simulation (Fig. 3.14a). As can be seen, all distances stay
close to the distances seen in the titin kinase crystal structure [52] and in the
crystal structures of its homologues twitchin kinase [111] and extracellular
regulated kinase (ERK-2) [131]. The only exception is the distance between
Lys36 and Asp127, which increases by about 2 Å. Further deviations from
the crystal structure are transient, e.g., for Lys36-Asp127 at 75 Å, and disap-
pear during the subsequent conformational relaxation that takes place after
the stress is reduced. We note that these transient deviations are smaller for
slow pulling velocities, which suggests that they may be irrelevant or even
absent at physiological time scales. These results suggest that the active site
integrity, though temporarily perturbed, is maintained to a sufficient extent
to allow kinase activity. Since Tyr170 remains with its 4’ hydroxyl group
oriented towards the catalytic base Asp127, the semi-opened catalytic cleft
raises the possibility of an intramolecular autophosphorylation upon ATP
binding.

The Gly-rich loop (residues 14-19), located in the small lobe between the
β-strands βC1 and βC2, plays a role in accommodating ATP in the active
site groove [132, 133]. This loop remains stable upon mechanical relieve
of autoinhibition, but does not remain close to the active site, when the
small lobe unravels. As shown in Fig. 3.14b, it is rather pulled apart as
soon as the βC1- βC2 sheet ruptures at a spring position of about 60 Å.
As a consequence of the N-terminal β-sheet destabilization with increasing
pulling velocity (Fig. 3.6), the Gly-rich loop is removed from its active site
location prior to the release of auto-inhibition for high pulling velocities,
while for small velocities such as 0.004 Å/ps, release occurs from an intact
N-terminal β-sheet including the Gly-rich loop.

3.3.6 Comparison to twitchin kinase unfolding

The titin kinase domain contains an N-terminal coil that was not included
in the FPMD simulations due to the lack of structural information on this
sequence. To test if the absence of this coil entails artifacts in the observed
unfolding mechanism, a 6 ns FPMD simulation of twitchin kinase including
the N-terminal coil was carried out. During the FPMD simulation, twitchin
kinase shows little conformational changes in the protein core, and instead
separates from the N-terminal random coil (residues 1-24), giving rise to a
force maximum of 430± 21 pN at 2.6 ns (Fig. 3.15). This force maximum
can be attributed to ruptures of mainly four polar interactions, namely
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Figure 3.14: Integrity of the active site. (a) Cα-distances of ATP binding residues.
Straight lines are the equivalent distances in twitchin kinase [111] and extracellular
regulated kinase (ERK-2) [131] (b) Displacement of the Gly-rich loop shown as
root-mean square deviation of residues 14-19 from the starting structure. (c) and
(d) Snapshots of the active site before (0 ns) and after (22 ns) the release of auto-
inhibition. ATP binding and catalytic residues are shown as sticks, the regulatory
tail in red, the Gly-rich loop in blue.

Asp5-Ser109, Asp5-Lys163, Gln18-Leu91, Gln18-His92. All of the involved
residues are strictly conserved in titin kinase, except Gln18, which in the
titin kinase is a functionally equivalent lysine (Fig. 3.4). Therefore, a similar
force pattern can be expected for the respective unfolding of a titin kinase
domain including the additional sequence.

To evaluate the error in the protein conformational changes due to the lack
of the N-terminal coil in the titin kinase structure, the dislocation of the
terminal β-strands during pulling was compared to the one observed during
twitchin kinase pulling (Fig. 3.15). In both kinases, dislocation of the C-
terminal βR1 strand occurs sooner and to a larger extent than dislocation
of the N-terminus. Thus the conformational changes of the β-sheets are not
significantly affected by the presence of the additional N-terminal sequence.

The initial pulling direction, defined as the vector connecting the twitchin
kinase termini, differs from that chosen for titin kinase unfolding by 100o.
With regard to the anisotropy of the mechanical stability of β-sheets the
question arises whether the fact that the N-terminal coil is missing in the
titin kinase structure affects the FPMD results discussed here. Comparison
with the twitchin kinase simulation allows to address this uncertainty. As
can be seen in Fig. 3.16, detachment of the N-terminal coil of twitchin ki-
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Figure 3.15: Upper panel: Force profile as obtained from the twitchin kinase
pulling simulation with 0.008 Å/ps velocity after Gaussian filtering. Lower panel:
Comparison of the terminal β-sheet dislocation between twitchin kinase and titin
kinase during the first 6 ns of the 0.008 Å/ps pulling simulation.

nase induces an overall rotation of the whole protein, such that the pulling
direction becomes similar to that of titin kinase. Therefore, we consider
artifacts from the initial difference in the pulling directions unlikely.

3.4 Discussion and Conclusion

We have carried out force probe simulations of titin kinase in order to test
the hypothesis that this titin domain is a force sensor that can be activated
by mechanical stress. Our results suggest that mechanical strain on this
domain leads to a sequence of conformational changes that result in an
open conformation of the catalytic cleft leaving the catalytic core intact.
Titin kinase is the only kinase among Ca2+/Calmodulin activated kinases,
of which the catalytic site Lys is substituted by Arg [52]. The heterogeneous
hydrogen bond network of the titin kinase catalytic site as observed during
the free MD simulation can be partially ascribed to the larger size of Arg
comparing to Lys, and its higher potency to form multiple salt bridges.
Furthermore, in contrast to titin kinase, Glu156 of twitchin kinase forms a
salt bridge to Lys312, a residue of the inhibitory tail, and thereby is directed
away from Lys154. These findings may point at a role of the conserved Glu in
influencing the catalytic base activity of Asp127 in titin kinase, in addition to
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Figure 3.16: Comparison of the pulling geometry between twitchin kinase and
titin kinase. (a) and (b) Snapshots of the twitchin kinase pulling simulation at
0 ns and 6 ns. (c) Titin kinase starting structure. In (a)-(c) the big lobe is shown
in cyan, the small lobe in yellow, and the pulled Cα-atoms as spheres in red. (d)
Angle between the force vector during the twitchin kinase pulling simulation and
the initial force vector for titin kinase pulling simulation.

its participation in ATP binding, as generally assumed for serine/threonine
kinases [110].

Performing FPMD simulations of protein unfolding requires a box length
longer than the length of the unfolded protein. The use of a system size
able to accomodate the unfolded protein throughout the FPMD simulation,
however, is due to the large amount of solvent molecules computationally
impractical. Elongating solvent spheres or repeated box enlargement during
the simulation have been applied to tackle this problem [108, 134]. Here,
cutting terminal protein segments and accounting for their elasticity by ad-
justing the spring constant proved to be an easy and efficient method to
reduce the box length in pulling direction.

Information on the mechanical function of a protein can be obtained from
its response to force. A number of proteins, those that in vivo are subjected
to force (titin Ig/Fn3 domains) as well as those that are not, have been in-
vestigated by pulling experiments (AFM and optical tweezers) and MD. In
AFM experiments, β-sandwich proteins such as titin Ig and Fn3 have been
found to unfold at significantly higher forces (130-300 pN [11, 135, 136] for
I-band Ig, 180 pN in average for central A-band Fn3 [135]) than the non-
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mechanical protein barnase (50-100 pN [134]) and the cytoskeleton compo-
nent spectrin [25-35 pN [137]]. By comparing those findings with our FPMD
results, the force resistance of titin kinase can be classified. The maximal
rupture force of 670 pN as found for titin kinase unfolding at 0.05 Å/ps (cor-
responding to 0.1 Å/ps if one terminus is fixed and the other one pulled) lies
below the unfolding forces of Ig27 domains (1350 pN [108]) and Ig1 domains
(1000 pN [138]) found for pulling one terminus with 0.1 Å/ps (Fig. 3.6).
Fn3 domains have been shown to unfold at forces of 1000 − 1300 pN at
pulling velocities of 0.01 Å/ps [139], and therefore are another example of
titin domains that are more force resistant than titin kinase (500 pN at
0.004 Å/ps). Barnase, instead, was found to unfold at lower forces (270 pN
at 0.01 Å/ps [134]) than titin kinase (610 pN at 0.008 Å/ps). Thus, titin
kinase takes up a medium position, ranking below the mechanically most
stable β-sandwich proteins Ig and Fn3 and above those containing α heli-
cal secondary structure. Thus, for the physiological and experimental time
scales, a force in the range between 50 and 150 pN is expected from our
simulations. This force is exactly what is to be expected for a force sensor
reporting large mechanical stress that may unfold Ig domains of titin.

Our FPMD results show that the largest unfolding forces are required to
rupture inter-strand hydrogen bonds. Therefore, the terminal β-sheets can
be considered as the mechanical elements mainly responsible for the remark-
able force resistance. With a typical kinase fold, titin kinase is at first sight
not expected to have specifically evolved for the sake of force resistance.
From this point of view, the force resistance and the significant catalytic
site stability are unexpected.

For slow pulling velocities (≤ 0.05 Å/ps), the N-terminal βC1-βC2 sheet is
significantly more stable than the C-terminal βR1-βC10 sheet. As discussed
below, the order of their rupture, i.e., their relative force resistance, is the
main feature of the force-induced activation mechanism. The precedence of
the C-terminal sequential over the N-terminal concurrent rupture might be
attributed to the orientation of the β-sheets. To get quantitative insight
into the physics of this mechanism and the resulting differential stabilities,
we have considered a two-dimensional model of the rupture of both terminal
β-sheets, for which we have carried out FPMC simulations. The FPMC sim-
ulations yield a picture in quantitative agreement with the β-sheet rupture
events observed during the FPMD simulations: At pulling velocities well
below the friction dominated regime, the rupture of the β-sheet oriented
vertically to the pulling direction is clearly favored over the one oriented
in parallel. At high velocities, however, the force resistances approach each
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other, resulting in a rupture of the two β-sheets at similar spring posi-
tions. The good agreement of the FPMC results with those observed in
the FPMD simulations of the full titin kinase indicates that our simplistic
two-dimensional model, although it neglects other protein domains and sol-
vation, captures the main physics underlying the differential force resistance
of differently oriented β-sheets.

In particular, the differential force resistance of the terminal β-sheets is
attributed to their different orientation to force and consequential unfolding
mechanism. Whereas the N-terminal sheet can rotate such that its strands
are positioned in parallel to the pulling direction, βC1 of the C-terminal β-
sheet lies fixed upon the kinase domain and prescribes a vertical orientation
towards the pulling direction. The parallel (in contrast to the vertical)
orientation stabilizes the N-terminal over the C-terminal β-sheet. It is the
depleting effect of the large spring potential onto the potential energy surface
that diminishes the differential resistance of the two β-sheets at high pulling
velocities.

We conclude that the catalytic site of the titin kinase is stabilized by an N-
terminal β-sheet that is aligned in parallel to force, whereas the C-terminal
β-sheet, being vertically aligned, functions as a gate that readily opens to
allow the dissociation of αR2 from the active site. Hence, by means of
pulling geometry, the active site is protected against disintegration on the
N-terminal side, and the release of auto-inhibition is facilitated on the C-
terminal side. The FPMC simulations suggest that at experimental and
physiological time scales, i.e., for pulling velocities four to five orders of
magnitude below the cross-over regime, the difference in β-sheet stabilities
is still present. Thus, the force-induced activation mechanism as described
here should hold also at physiologically relevant slow time scales.

Studies on ubiquitin [140] and a lipoyl domain of pyruvate dehydrogenase,
E2lip3 [130], have recently uncovered similar examples showing that beyond
the number and nature of intra-strand hydrogen bonds, their relative orien-
tation towards the pulling direction defines the stability of a β-sheet. The
authors conclude that the same protein can exhibit different levels of force
resistance depending on the pulling direction. Here, a different orientation
of β-sheets of otherwise similar topology leads to a difference in mechanical
domain stabilities within the same protein. The differential mechanical sta-
bility is required for the mechanical function. This finding demonstrates the
importance of the dependency of the force resistance on the pathway when
elucidating the unfolding mechanism.
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In addition to the auto-inhibition of the active site by the regulatory tail
in the crystal structure, the catalytic base Asp127 is blocked by Tyr170,
located at the P+1 loop, via a hydrogen bond to its carboxylate group. It
is assumed that phosphorylation of Tyr170 removes this blockage and thus
is required for titin kinase activation [52]. Whereas in FPMD simulations
of high pulling velocity transient rupture of this interaction is observed, it
is fully maintained during the 0.004 Å/ps simulation. Hence, the FPMD
results do not suggest a force-induced release of the Asp127 blockage.

Release of auto-inhibition by αR2 dislocation leads to a structure of a prin-
cipally intact kinase active site. Even at the final extension of 220 Å, the
catalytic site integrity is striking, except that the Gly-rich loop, positioned
above the ATP binding pocket and at the N-terminal β-sheet, is largely
dislocated. However, a continuation of the trend towards N-terminal β-
sheet stabilization with further lowering of the pulling velocity can be as-
sumed. We speculate that at low velocities (which are computationally not
yet within reach), the auto-regulatory tail vacates the active site prior to
the displacement of the Gly-rich loop together with the N-terminal β-strand.
Binding of Mg2+/ATP to the exposed substrate binding cleft is likely to pro-
vide further stabilizing interactions for the ATP-binding lobe. Even after
breakage of both terminal β-sheets and removal of the autoinhibitory tail,
the secondary and tertiary structure of the kinase core remain remarkably
intact. This is exactly what must be expected in light of the idea that the
titin kinase is a force sensor activated by mechanical stress.

Remarkably, other domains behave quite differently. The Ig domains, e.g.,
spontaneously disintegrate after rupture of β-sheets that are quite similar
to those of the titin kinase [40, 108]. Thus, the stability of the kinase core
and, in particular, the active site, is quite an unusual feature, which adds
considerable weight to our results in favor of the force sensor hypothesis.
The conformation of the regulatory domain under mechanical activation,
with αR2 and βR1 unfolded and an open ATP-biding site, is exactly the
conformation found recently to bind tightly to the titin kinase associated
signalsome [119, 141]. This complex is involved in mechanically modulated
regulation of protein turnover and gene transcription in muscle. We there-
fore propose that this postulated semi-open conformation, as depicted in
Fig. 3.3, can indeed be induced mechanically and thus can provide direct
feedback of mechanical stress to the kinase signaling pathway. Thus, the
results presented here strongly support the assumption of a force-induced
kinase activation [42].

The half-open, presumably active titin kinase conformation as suggested by
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simulations remains to be tested experimentally. Single molecule experi-
ments of titin kinase are currently under way to measure rupture forces and
to eventually detect intermediates [142], which then can be compared to
those found in our simulations.
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4

Tuning titin kinase mechanical
resistance by point mutations

4.1 Why mutants?

Mechanical stability of a protein is brought about by its overall structure.
However, as we have seen for titin kinase, resistance towards force can often
be ascribed to specific modules of the protein fold. Depending on the di-
rection and magnitude of mechanical load, unfolding involves a sequence of
ruptures, often involving considerable energy barrier(s). Unfolding interme-
diates withstand high mechanical load prior to the passage of these major
barriers. This is reflected by maxima of the force profile from single-molecule
experiments or FPMD simulations. In addition, FPMD simulations also di-
rectly yield the rupture event giving rise to the maxima, at atomic detail.
They thereby allow to identify those structural motifs of the protein which
mainly affect the unfolding resistance upon mechanical load.

The identification of mechanically stable units by force probe simulations can
be validated by additional simulations of force-induced unfolding of protein
mutants. The change in rupture force upon introduction of a point-mutation
to abate crucial protein interactions gives further insight into the energetic
barriers and intermediates along the pulling direction. This has been demon-
strated previously for antigen-antibody complexes, immunoglobulin and fi-
bronectin domains [13,16,28,44,143].

The force-induced unfolding of titin kinase as observed in FPMD simulations
was discussed in Chapter 3. The mechanical stability of titin kinase was
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found to be comparable to other domains of titin, namely immunoglobulin
(Ig) and fibronectin (Fn) domains. By single-molecule experiments, muta-
tional studies and simulations, the remarkable force resistance of Ig and Fn
to fulfill their mechanical function was traced back to a certain topology of
their β-sheet fold [13,144]. How does titin kinase, which exhibits the typical
α-helix rich fold of a kinase, achieve the observed mechanical stability? How
is enzymatic function, i. e., the active site, combined with mechanical func-
tion? Our simulations seeked out the N- and C-terminal β-sheets and the
central α-helix of the auto-inhibitory tail as the major modules giving rise to
energy barriers on the unfolding pathway. Here, on the basis of the picture
of enforced titin kinase unfolding, mutants are suggested and subjected to
MD and FPMD simulations. The observed free and force-induced unfolding
dynamics of the mutants were compared to the wild-type (wt) simulations
to validate and refine the suggested unfolding mechanism.

4.2 Choice of mutants and simulation details

Our studies on the wt titin kinase revealed two structural motifs mainly
responsible for the remarkable mechanical stability of the enzyme: First,
the initial major rupture of the C-terminal β-sheet, involving βC10, adja-
cent βC11, and βR1 (see Fig. 3.2). Second, the rupture of the αR2-helix
of the regulatory tail, from the active site, to which it is tightly bound via
hydrophobic interactions, requires significant mechanical load (Fig. 3.7 and
Fig. 3.13). To reduce the hydrophobic interaction between the active site
and the tightly bound αR2 helix of the regulatory tail, Ile299 and Ala297
were mutated to glycine, yielding the two mutants I299G or A297G, respec-
tively. A third mutant with altered topology of the C-terminal β-sheet was
obtained by mutating Val316 to a proline residue (V316P), which is known
to destabilize β-sheets. The location of the mutated residues, Ala297, Ile299,
and Val316, in the titin kinase fold is shown in Fig. 4.1.

Mutations of Ile299, Ala297 to glycine, and Val316 to proline were carried
out starting from a wt structure taken from the equilibration as described in
Section 3.2.1. The I299G and A297G mutations were obtained by deleting
the spare side chain atoms. For the V316P mutant, proline was modeled
into β-strand βR1 with Sybyl [145]. The box size, and water and ions co-
ordinates of the systems were directly adopted from the wt snapshot. After
minimization, an MD simulation of 2 ns length with harmonic restraints on
the protein heavy atoms was performed. After an 8 ns equilibration, the
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Figure 4.1: Location of titin kinase residues subjected to point mutations (shown
as spheres) at the αR2-helix and β-strand βR1 of the auto-regulatory tail (red).

mutant was subjected to FPMD simulations (see Fig. 2.4.1) with a pulling
velocity of 0.004 Å/ps, the lowest velocity used for the wt. Simulation pa-
rameters for the MD and FPMD simulations are identical to those described
in Section 3.2.1.

4.3 Results

4.3.1 αR2-mutants

Both residues Ala297 and Ile299 are located within the αR2-helix. Fig. 4.2
shows the structural changes in the protein upon point mutation of one of
these residues to glycine. As expected for α-helices, introduction of glycine
destabilizes the secondary structure to a large extent. As a consequence,
within a simulation time of 7 ns, the RMSD of this helix with respect to the
wt increases to as much as 0.45 nm (Fig 4.2a) in both cases. The helical
content of the regulatory tail (Fig 4.2b) simultaneously decreases in the
region of the mutated residues. αR2 unwinds partially or, in the case of
I299G, completely. The free dynamics of the titin kinase with both Ala297
and Ile299 mutated to glycine were also monitored during MD simulations.
For this double-mutant, a similar but more pronounced tendency of αR2
disintegration was observed (data not shown).

The wt features an αR2 conformation which forms numerous hydrophobic
contacts with the active site, thereby substituting ATP and inhibiting ATP
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Figure 4.2: Equilibration of titin kinase after the point mutations I299G (upper
panel) and A297G (lower panel). (a) RMSD of the protein (gray) and αR2 (black)
with respect to the equilibrated titin kinase wt structure. (b) Secondary structure
(helical: black, non-helical white) of the regulatory tail (residues 274-305). Both
mutations induce dislocation and complete (I299G) or partial (A297G) disruption
of the αR2 helix.

binding. The hydrophobic surface of the αR2 helix is complementary to the
active cleft, thereby ensuring high affinity binding

Fig. 4.3a compares the Lennard-Jones interaction energy between αR2 and
the protein for the wt and the A297G and I299G mutants. First, upon mu-
tation, the hydrophobic interaction of the mutated residue itself to residues
at the cleft is lost (time 0). Second, the tight binding of αR2 to the cleft
is further weakened as reflected by a further decrease in favorable Lennard-
Jones energy during equilibration of the mutants. As shown in Figs. 4.3b-d,
this is due to the unwinding of the helix and the subsequent loss of shape
complementary to the active site cleft upon mutation.

The free dynamics of the titin kinase A297G and I299G mutants allow in-
direct conclusions on their force-resistance. In both cases, the intra-helical
hydrogen bonds of αR2 as well as the hydrophobic interactions to the pro-
tein core were substantially reduced. The sequence forming αR2 in the wt
might be only partially folded to an α-helix bound to the active site, or even
might not fold at all. Therefore, force-induced unfolding can be expected to
give rise to a lower force maximum, which for the wt was traced back to the
αR2 rupture, as shown in Fig. 3.7.

Our result that the αR2 mutants are less force-resistant than the wt is
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Figure 4.3: Weakening of hydrophobic contacts between the regulatory and cat-
alytic domain upon point mutation. (a) Total Lennard-Jones energy between αR2
and the catalytic lobe. The respective energy of the wt is given as reference. (b)-(d)
Snapshots of titin kinase wt (1TKI), and mutants A297G and I299G (each after
7 ns of equilibration), respectively. Residues at the hydrophobic αR2-catalytic lobe
interface are depicted as spheres. Cyan: catalytic domain, orange: regulatory do-
main, yellow: A297 and I299 (b), G297 (c), G299 (d).

based on the assumption that the mutants only alter the local structure of
the regulatory tail in the sequence adjacent to the mutated residue. The
instant unwinding within the short nanosecond time scale and the involved
sharp step-wise increase of the structural deviation from the wt (Fig. 4.2a),
however, indicate that both mutations induce a significant destabilization
of the wt fold. The simulations can thus not be assumed to be converged to
equilibrium mutant conformations, which are also experimentally unknown.
An equilibrated mutant structure as starting conformation was not accessi-
ble for subsequent FPMD simulations, which therefore were not performed.
No proper assumptions on the unfolding pathway and forces can be made
for the unlikely but not excludable case that the mutations also affect the
integrity of the small lobe or the C-terminal β-sheet (compare Fig. 3.2).
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4.3.2 βR1-mutant

The first major rupture event during enforced wt unfolding is the sequential
rupture of the β-sheet at the C-terminus (Fig. 3.7). The V316P mutant
reduces the number of hydrogen bonds of this β-sheet, and is therefore ex-
pected to facilitate its rupture and consequently the release of the regulatory
tail, which is covalently bound to it, from the active site. Is this indeed the
case, and does the V316P mutation alter the force profile and underlying
unfolding mechanism also in other respects?

Figure 4.4: Motion of the protein core during FPMD simulations. (a) Center
of mass motion (COMM) during force-induced unfolding of the V316P mutant (3
simulations) and the wt. Pulling velocity for all simulations is 4 · 10−4 nm/ps. (b)
and (c) Snapshots of the V316P mutant and wt titin kinase at a spring position of
6 nm. Cyan: catalytic domain, red: regulatory domain, spheres: pulled atoms.

During enforced unfolding of titin kinase, each of the rupture events releases
a protein segment from the core, and the protein adjusts its position so as
to balance the force the two termini are subjected to. The COM motion
gives insight into the release of peptide chains upon rupture at the protein
ends, and thus is a measure for the differential stability of the N- and C-
terminus. It is shown in Fig. 4.4 for the wt and V316P mutant. As discussed
in Section 3.3.2, rupture of the C-terminal β-sheet precedes unfolding of the
N-terminal β-sheet. This results in a motion of the protein core in the same
direction as the N-terminal spring. In contrast, the V316P mutant follows
the C-terminal spring, reflecting that, while mainly the N-terminal β-sheet
unfolds, the C-terminus stays intact. This means that the V316P mutation
does not, as expected, further destabilize the C-terminal sheet, but instead,
astonishingly, just the opposite is observed: the proline residue within the
C-terminal β-sheet apparently increases the force-resistance of the module.
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This and the following results were reproduced in three independent FPMD
simulations starting from different snapshots of the V316P equilibration. If
not otherwise mentioned, representative results from a single trajectory are
shown.

Figure 4.5: Force-extension profiles during FPMD of the V316P mutant and
the wt. Areas indicate the main hydrogen bond and hydrophobic rupture events.
Arrows indicate sliding-snapping events during concurrent rupture (see text and
Fig. 4.7 for details).

The sequence of rupture events and the corresponding force profile of V316P
and the wt are shown in Fig. 4.5. Overall, V316P unfolding gives rise to lower
rupture forces (Fmax(N)= 387± 16 pN, Fmax(C) =388± 6 pN), average and
standard deviation over three simulations) than the wt (Fmax(N) =476 pN,
Fmax(C) =496 pN). Furthermore, forces decay already at lower extensions
in the case of V316P. Thus, as expected the V316P mutation impairs me-
chanical stability.

As can be seen, in the V316P mutant, the βC11-βR1 sheet starts to rupture
first, similar to the wt. However, the further rupture of the βC11-βR1 and
βC10-βR1 sheets is remarkably slow, continues over 5 ns of the FPMD sim-
ulation, and is not completed within the simulation time. It is accompanied
and not, as in the wt, followed by the rupture of βC1-βC2 and βC2-βC3 at
the N-terminus.

This is also confirmed by the changes in the secondary structure during
unfolding, as shown in Fig. 4.6. The mutation of V316 to Pro within βR1,
as expected, perturbs the βC10-βR1 sheet locally. Opening of the sheets
at the N-terminus occurs, while the part downstream of P316 stays intact
up to the simulated extension of 6 nm. As a consequence, also αR2 does
not detach from the catalytic domain, as indicated by the perpetuation of
helical structure.

The opposite was observed for the wt, with the C-terminal zipper-like open-
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Figure 4.6: Secondary structure changes during FPMD simulations of the V316P
mutant (a) and the wt (b). Black: β-sheet, gray: α-helix, gray box: interruption
of the β-sheet structure due to the V316P mutation.

ing of βC10-βR1 followed by αR2 rupture and detachment, while the N-
terminal sheets stay intact (Fig. 3.9). In summary, surprisingly, the V316P
mutation stabilizes the C-terminal with respect to the N-terminal β-sheet.
Consequently, unraveling the N-terminal small lobe precedes detachment
of the auto-regulatory tail from active site cleft between the small and big
lobes (compare Fig. 3.2). For the V316P mutant, enforced unfolding does
not yield an active conformation of titin kinase like for the wt (Fig. 3.14d),
but instead results in disintegration of the small lobe and active site prior
to the relief of auto-inhibition. In other words, our simulations predict that
V316P is not activated under force.

What is the molecular basis of the unexpected order of mechanical β-sheet
stability? Fig. 4.7 shows the sequence of hydrogen bond ruptures in the
terminal sheets as found for the V316P mutant. The two parts of the βC10-
βR1 sheet interrupted by Pro316 break independently from each other, each
of them concurrently. This is preceded by a sequential opening of the N-
terminal β-sheet. For the wt, the mechanism of rupture was found to occur
exactly just vice versa (compare Fig. 3.9). Previous FPMC simulations (see
Section 3.3.4) have attributed the differential mechanical resistance to a dif-
ferential rupture mechanism. In this light, the swap of relative stabilities of
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Figure 4.7: Potential energies of inter-strand hydrogen bonds during FPMD sim-
ulations. N-terminal sheets rupture sequentially, C-terminal sheets concurrently.
The βC10-βR1 sheet is split into two by the insertion of Pro316 (red dashed line).

the C- and N-terminal β-sheets by the V316P mutation can be traced back to
the swap of rupture mechanisms. Here, the C-terminal β-sheet is stabilized
over the N-terminal one, because its sliding-snapping mechanism requires a
higher mechanical load than zipper-like opening at the N-terminus.

For the wt, the orientation of the β-sheet towards the pulling direction was
found to determine the rupture mechanism. The question arises, if the
reason for the concurrent rupture of the C-terminal β-sheet is a different
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Figure 4.8: Backbone dihedral distribution for the titin kinase wt and V316P
mutant in comparison. Dihedral 1: K315(C)-P316(N-CA-C), dihedral 2: P316(N-
CA-C)-K317(N). Dihedral 1 differs, leading to a misalignment of the β-sheet parts
upstream and downstream of P316.

alignment of the sheet with respect to the pulling direction due to the V316P
mutation. Fig. 4.8 compares backbone dihedrals comprising residue 316 in
wt and mutant titin kinase. The dihedral to upstream Lys315 is rotated by
90 degree upon mutation. The backbone therefore adopts a conformation
that significantly differs from the wt. A possible explanation for the observed
concurrent rupture of this β-sheet is its different orientation towards the
pulling direction. It can be assumed that the N-terminal β-sheet started to
rupture before it was properly aligned parallel to the pulling direction. It
thus underwent sequential rupture and was overall less mechanically stable.
In summary, the V316P mutation only locally altered the titin kinase fold
but resulted in an unexpected unfolding pathway under force, that featured
an opposite force resistance, rupture sequence and rupture pattern of the
terminal β-sheets.

4.4 Discussion and Conclusion

The simulations of enforced unfolding of wt titin kinase identified the termi-
nal β-sheets and the interaction of the regulatory tail to the active site as the
structural modules responsible for the mechanical stability and force-sensor
function of the kinase. The differential stability of the terminal sheets was
found to be essential for the force-induced activation and thus physiologi-
cally important. This study aimed at tuning — more specifically reducing
— the force-resistance of titin kinase by point mutations at the mechani-
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cally crucial modules to validate and modify the unfolding mechanism and
its determining factors as concluded from the wt simulations.

We found the αR2 mutations A297G and I299G to cause, as expected, α-
helix unwinding and partial detachment of the active site. This suggests
these mutants — if they are stable at all — to be less force-resistant than the
wt titin kinase, which remains to be tested experimentally. Hence, observing
in single-molecule force probe experiments lower rupture forces than the wt
for both mutants would validate the unfolding mechanism of titin kinase as
obtained from FPMD simulations. Assuming that this validation is in fact
possible, a directed tuning, or more specifically lowering, of the mechanical
stability by eliminating stabilizing interactions for these two mutants can be
achieved.

The V316P mutant was expected to unfold similarly to the wt, but with a
C-terminal β-sheet rupture at even lower mechanical load, i. e., occurring
earlier. Surprisingly, the opposite effect was found, due to the reversal of
the rupture mechanisms of the terminal β-sheets. This has three striking
consequences. First, this example confirms our previous result that the
force resistance of β-sheets is primarily determined by the mechanism of
hydrogen bond rupture, more than by the number of inter-strand hydrogen
bonds. The V316P mutation reduces the number of hydrogen bonds in the
β-sheet by one, but nevertheless stabilizes it, as it allows for the concurrent
rupture of the henceforth two independent β-sheets.

Second, this study underlines the impact of the pulling direction, i. e., the
reaction coordinate, along which unfolding is enforced, onto the resulting
rupture mechanism. This has been previously shown for wt titin kinase
(Chapter 3), ubiquitin [140], and E2lip3 [130]. In these examples, however,
different β-sheets of the respective protein subjected to force are compared.
The mutant example here is particularly striking, since it is the same β-sheet
in the same protein fold that differs from the wt by a single hydrogen bond
and backbone dihedral that gives rise to a different rupture mechanism.

Third, the unexpected behavior of the V316P mutant demonstrates that the
presence/absence of crucial interactions and the observed forces do not di-
rectly correlate, but instead are related to each other in a more complex way.
Since protein secondary structure motifs mechanically depend on each other,
their mechanical resistance is not simply additive. The stability of a protein
under force can therefore in general not be directly tuned by switching the
stabilizing factors on or off. This poses a major challenge of systematically
engineering a protein with respect to its mechanical properties.
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The titin kinase mutants studied here gave further insight into the stabilizing
role of the mechanically crucial modules along the unfolding pathway. Our
results remain to be finally compared to experiment. AFM experiments of
wt and mutant titin kinase are currently under way in the group of H. Gaub,
LMU Munich.
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5

Ligand release pathways in the
pheromone binding protein of
Bombyx mori

5.1 Olfaction and the bombykol-BmPBP complex

Olfactory systems of animals share general, yet largely unknown, mecha-
nisms to achieve their required sensitivity and specificity. L. Buck and R.
Axel were awarded the Nobel Prize in Medicine in 2004 for their pioneer-
ing work on odorant receptor (OR) proteins. A certain OR is exclusively
expressed in special olfactory cells that thereby only respond to specific
odorants, resulting in an overall ’odorant pattern’ in response to an odorant
blend [146]. Another common principle of olfaction in insects is the assis-
tance by odorant-binding proteins (OBPs), which are an integral part of
the odorant signalling pathway, and are restrictively expressed in olfactory
tissues [147, 148]. OBPs are nanocapsules that solubilize small hydropho-
bic molecules of the odorant blend by binding them into their central cav-
ity [149–152]. The odorant molecule is carried by the OBP to the neuronal
membrane and presented to the OR for receptor activation (Fig. 5.1a). For
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5. BOMBYKOL RELEASE FROM BMPBP

the function of an OBP as a carrier and for putative additional roles in odor-
ant discrimination, receptor activation and odorant deactivation, its ligand
binding properties and uptake/release mechanism need to be individually
tuned [153]. How this is achieved is yet to be elucidated and one aim of this
thesis.

Figure 5.1: Olfactory system of Bombyx mori. (a) Schematic drawing of an
olfactory hair of a moth antenna. Blue: sensillar lymph, red: neuron, black: cuticle
with pores for pheromone entrance. Kindly provided by R. A. Steinbrecht W. S.
Leal. (b) Pheromone reception involves the entrance of bombykol into the sensillar
lymph, transport of bombykol by the pheromone binding protein to the pheromone
receptor, stimulation of the receptor by bombykol and bombykol degredation.

The olfactory communication system of insects is an ideal model system for
studying olfaction at molecular detail. The spectrum is able to discriminate
subtle differences in the chemistry of the small organic pheromone molecules,
a special class of odorant molecules for sexual attraction [154, 155]. In
the well-studied case of the silk moth, Bombyx mori, the pheromone bom-
bykol, produced and released by the female insect, is detected over large
distances by the olfactory antennae of the male. As sketched in Fig. 5.1b,
the pheromone binding protein from Bombyx mori (BmPBP) acts as the
transporter for bombykol through the sensillar lymph of the antennae to
the pheromone receptor [147,156,157].

Fig. 5.2 shows the crystal structure of bombykol-complexed BmPBP, the
first three-dimensional structure of an insect OPB solved [158]. The six
α-helices of PBP, stabilized by three interhelical disulphide bonds, form a
rigid capsule with a mainly apolar core and a highly charged polar surface.
Bombykol is completely enclosed within the hydrophobic cavity. Its hydroxyl
group forms a hydrogen bond to one of the few internal polar residues, Ser56
(yellow in Fig. 5.2b and c). Bombykol binding to BmPBP is extremely
strong with a dissociation constant KD of 105 nM [159] at physiological pH
(previous measurements gave 60 nM and 640 nM, respectively [160, 161]).
The NMR structure of uncomplexed BmPBP shows a highly similar fold
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Figure 5.2: (a) Bombykol (red spheres) is completely surrounded by its receptor
BmPBP (gray surface). (b) and (c) The bombykol-PBP complex (1DQE [158])
viewed from the front and back, respectively. Bombykol is shown in red, hydrogen
bond partners Ser56 and Asp98 are shown in yellow, and His residues as blue sticks.
Regions presumably involved in ligand passage, the front lid (residues 60-68) and
the terminal fractions (residues 1-14 and 126-137), respectively, are colored blue.

with an empty yet preformed cavity to accomodate bombykol [162].

As for many other OBPs in general, a crucial yet unsolved question is the
mechanism of ligand entrance and exit in BmPBP. Obviously, ligand uptake
and release must be fast, i. e., it must occur within a ms time scale or
less to guarantee an equally fast nerve signal decay for sufficiently frequent
readjustments of the flight direction. Yet, as can be seen in Figure 5.2a,
the protein conformation in the X-ray structure builds up a tight envelope
around bombykol without an obvious entrance/exit gate. To resolve this
puzzle, we here address the question at which site of the structure BmPBP
provides a gate for efficient bombykol uptake and release. Apparently, this
requires a a sufficiently low energetic barrier.

BmPBP undergoes a conformational transition from the structure at neu-
tral pH to an acidic fold at pH 4.5 [163,164] with low binding affinity [165].
Concerning the correlation of the pH-dependent conformational transition
and the ligand uptake and release, two possible exit gates have been envis-
aged, ligand passage along the front lid formed by residues 60-68 (’front’
pathway, Fig. 5.2b), or along the N-terminal and C-terminal chains located
at the back of BmPBP (’back’ pathway, Fig. 5.2c) [158, 164]. A previous
MD study [166] pointed, though only indirectly, towards the front lid as the
favoured entrance and exit route of the ligand.

This thesis aims at a characterization of and the discrimination between
the two putative ligand passage ways by means of MD simulations of the
bombykol release from BmPBP. To this end, the pathways for dissoci-
ation towards the front and back, as obtained from essential dynamics
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(ED, Section 2.4.3) [34, 35] and force probe MD simulations (FPMD, Sec-
tion 2.4.1) [43,167], were compared in terms of their mechanisms and forces.

Besides their function as a passive detergent and carrier, an additional role
of OBPs, and BmPBP in particular, in odorant discrimination has been
suggested [161, 168, 169]. Such a pre-filtering function of OBPs would re-
quire a sufficient binding selectivity for the relevant odorant molecules. Due
to the extremely low solubility of ligands, biochemical measurements of
the binding specificity of OBPs are problematic [161]. Biochemical and
mass-spectroscopic ligand binding studies supported the hypothesis that
OBPs contribute, at least to some extent, to the specificity of odorant
reception [170–172]. A previous quantum mechanical study of bombykol-
BmPBP binding suggested a high selectivity, for which mainly hydrophobic
interactions were found to be responsible [173]. However, this study was
restricted to the static crystal structure, hence omitting entropic contribu-
tions to the binding free energy and, in particular, the hydrophobic effect.
In this study, we therefore also address the question of ligand specificity
in the case of BmPBP by characterizing the dynamics and energetics of
bombykol-BmPBP interactions, including explicitly the solvent.

A second route to the study of binding specifiticity is opened by the ob-
servation that not only bombykol, but also its oxidized form, the aldehyd
bombykal, is a component of the pheromone gland. These two highly simi-
lar components differ in their physiological response, and thus represent an
interesting model system to study selectivity for olfaction (Fig. 5.1a). Each
olfactory hair consists of two olfactory cells, each of which detects one of the
two pheremones. These cells share the senillar lymph including the PBP,
but express two different ORs, which specifically respond to either bombykol
or bombykal [157,174]. To what extend BmPBP assists the ORs in the dis-
crimination between bombykol and its oxidized form, the aldehyd bombykal,
is largely unknown [169]. To assess the specificity of pheromone binding to
BmPBP for these two pheromones, the dynamics and protein-ligand inter-
actions of BmPBP complexed by bombykol and bombykal, respectively, are
here compared. In addition, as a direct measure for binding specificity, their
difference in binding free energy is calculated.
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5.2 Simulation details

5.2.1 MD and replica-exchange MD simulations

Protonation states of titratable groups were determined by calculating pKa

values for 1DQE [158] with Whatif [123] and its interface to DelPhi [124].
None of the five histidine residues of 1DQE was found to be cationic at
pH7. The GROMOS96 force field [62] for the protein and the SPC water
model [122] were used. Molecular mechanical force field parameters for bom-
bykol (listed in Tables 7.1 and 7.2 in the Appendix) and bombykal (listed
in Tables 7.3 and 7.4 in the Appendix) were determined as follows. Non-
bonded and bonded parameters for the saturated part of the aliphatic chain
and for the hydroxyl group were adopted from chemically similar fragments,
i. e., from serine and threonine, as parametrized in the GROMOS96 force
field. For the π-conjugated part of the hydrocarbon chain, Lennard-Jones
parameters of the CH-groups were taken from the GROMOS96 force field.
Merz-Kollman charges [175] were calculated at the B3LYP/6-31G(d) level.
They were found to deviate only slightly from zero (-0.17 - 0.16) for a CH
group of the hydrocarbon chain and showed high conformational depen-
dency. Therefore, zero charges were applied except for the polar part of
bombykol.

Two parameter sets, p1 and p2, have been set up that differ in the parametriza-
tion of the conjugated double bonds. Bond lengths and angles of p1 are
those found for bombykol in 1DQE [158]. Force constants of p1 were adopted
from quantum mechanical calculations of model systems for the retinal chro-
mophore [176]. More specifically, the corresponding bond and angle force
constants were adopted from [177], the dihedral constant for torsion around
a double bond from dodecapentene [178], for torsion around the central bond
of the π-system from butadiene [179]. For set p2, all bonded parameters were
taken from the GROMOS96 force field for retinol [62]. Parameter set p1 was
also used for bombykal except for the polar head group. The angle including
the carbonyl group was set to 125 degrees, as taken from crystallographic
studies and Hartree-Fock calculations of acetaldehyde [180, 181]. Other pa-
rameters, such as the bond length and bond and angle force constants, were
adopted from the GROMOS96 force field for carbonyl groups [62].

Four simulation systems were setup, as detailed in Table 5.1. All four sys-
tems were subjected to the following simulation protocol. The respective
protein was solvated in SPC water [122] molecules in a cubic box of size
7.1 x 6.7 x 7.0 nm3. Twelve chloride and 20 sodium ions were added to yield a
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zero net charge and a physiological ion strength. All four systems comprised
∼32,000 atoms each. After 1000 steps of steepest descent energy minimiza-
tion, the solvent and ions were equilibrated during a 0.5 ns MD simulation
with the protein heavy atoms subjected to harmonical constraints with a
force constant of k = 1000 kJ mol−1 nm−2. Subsequently, all four systems
were equilibrated as shown in Table 5.1.

All simulations were carried out using the MD software package GROMACS
3.2.1 [121] except for the FPMD simulations, for which GROMACS3.1.4
was used due to technical reasons. Simulation time lenghts comprising
production and equilibration of the system are given in Table 5.1. All
simulations were run in the NPT ensemble. The temperature was kept
constant at T = 300K by coupling to a Berendsen thermostat with a cou-
pling time of τT = 0.1 ps [71]. The pressure was kept constant at 1 bar by
coupling to a Berendsen barostat with τp = 1.0 ps and a compressibility
of 4.5 10−5 bar−1 [71]. All bonds were constrained using the LINCS algo-
rithm [65]. An integration step of 2 ps was used. Non-bonded interactions
were calculated using a cutoff of 10 Å. Except from free energy perturbation
simulations (see below), long-range electrostatic interactions were calculated
by Particle-Mesh Ewald summation [69] with a grid spacing of 0.12 nm and
cubic interpolation.

No. starting structure time remarks
MD1 1DQE 45 ns bombykol set p0, for

REMD and ED
MD2 1DQE 45 ns bombykol set p1
MD3 snapshot from 1, bombykol as

hydrogen bond donor
60 ns bombykal

MD4 snapshot from 1, bombykol as
hydrogen bond acceptor

60 ns bombykal

Table 5.1: Details of MD simulation systems for equilibration

Replica-exchange MD (REMD) simulations (see Section 2.3) with six replica,
each 18 ns in length, have been performed, starting from simulation system
MD1. Simulated temperatures were 200, 280, 360, 440, 540 and 600K,
respectively. BmPBP and bombykol were coupled to a heat bath at the re-
spective temperature, whereas solvent and ions were coupled independently
to a 300 K heat bath, with a coupling time of τT = 0.1 ps [71]. In this way,
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the number of degrees of freedom of the system adding to the difference
of potential energies of two replicas is reduced. This narrows the energy
distributions, i. e., increases their overlap, and thus results in a reasonable
acceptance ratio of approx. 8 % at the desired temperature spacing, in spite
of the large system size. Exchanges of configurations were attempted every
2 ps.

5.2.2 Essential dynamics and force probe MD simulations

Along the first eigenvector (EV) obtained from the principal-component
analysis [85,182,183] of the REMD trajectory, essential dynamics (ED) sim-
ulations [34,35] were performed (see Section 2.4.3). At each simulation step,
the system was forced to increase or keep the distance to its starting posi-
tion along the first EV, while the other degrees of freedom were unperturbed
(Fig. 2.5, bottom). The maximal step size along the EV was restricted to
10−5 nm/step to ensure that the system proceeds slowly enough to allow
equilibration of the remaining degrees of freedom.

Two ED simulations were carried out. For the first, unbinding towards the
front lid was enforced by increasing the position along the first EV; for the
second, unbinding towards the back was enforced by decreasing it. Sampling
of forces during the ED simulations was improved by carrying out additional
MD simulations at equidistant points along the first EV. Snapshots of the
two ED trajectories, in total 34, were taken and simulated for 6 ns each.
During each of these simulations, the position on the first EV was kept
fixed and the other degrees of freedom were equilibrated. Constraint forces,
acting on the first EV, were recorded every 100 MD steps, allowing the re-
construction of a potential of mean force (PMF), as detailed in Section 2.5.2.
Convergence of forces and free energies was monitored.

As starting structures for FPMD simulations, four snapshots were taken
from MD1. For each of the snapshots, the system size was increased by
adding water and ions at the side to which bombykol was pulled out of the
cavity such that the box can accomodate the dissociated protein and lig-
and, yielding box dimensions of approximately 7.1 x 6.7 x 8.1 nm3, contain-
ing ∼38,000 atoms. Additional water molecules and ions were equilibrated
during a 100 ps MD simulation with positional constraints on the protein
and ligand as described above. In subsequent FPMD simulations, the cen-
ter of mass of bombykol was subjected to a harmonic spring potential, which
was moved along the pulling direction with constant velocity, as described in
Section 2.4.1. The force constant of the spring was set to 500 kJmol−1 nm−2,
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the pulling velocity to 1 m/s. Simulations with ten different pulling direc-
tions were performed, starting from the four snapshots. As indicated in
Fig. 5.9, one pulling vector was chosen such that it points directly towards
the front and back pathways. The others were defined to form an angle of
55 degree with respect to this vector. The center of mass of the protein
was fixed to prevent the protein from being dragged by the ligand motion.
Forces were recorded at each MD step and smoothened with a Gaussian
filter of 1.6 Å width [42].

5.2.3 Free energy calculations

The difference between the binding free energies of bombykal (al) and bom-
bykol (ol), ∆∆Gb = ∆Gb,al−∆Gb,ol, was calculated from the free energies
∆GFEP(prot) and ∆GFEP(aq). The latter correspond to the free energy
difference between the two ligands in aquous solution and in the protein
complex, respectively, and were calculated using free energy perturbation
(FEP) (for details, see Section 2.5.3).

The underlying thermodynamic cycle is shown in Fig. 5.14a (compare Fig.
2.8). ∆GFEP(prot) was obtained from simulating the (unphysical) pathway
from bombykol to the bombykal when bound to the protein by ’mutating’ the
ligand from bombykol to bombykal. ∆GFEP(aq) was obtained in the same
way, but for the ligand in solution. The ’mutation’ was done by interpolating
between the two ligand topologies [38,39] as follows. Within the time course
of one FEP simulation, the scaling factor λ was gradually changed from 0
to 1 with an identical increase of λ at each MD step. The bombykol and
bombykal bonded potential energies were linearly scaled by λ yielding a total
bonded potential Vb,

Vb = (1− λ)V b,ol + λV b,al. (5.1)

The hydrogen atom of the bombykol hydroxyl group was mutated to a
dummy atom, i. e., its charges and Lennard-Jones parameters were changed
to zero. The appearance or disappearance of this atom close to λ = 0
and λ = 1 gave rise to singularities of the non-bonded potentials when in-
terpolated linearly. To remove this problem, non-bonded interactions were
calculated with soft-core potentials [91,92]. The soft core parameter α con-
trols the height of the potential at zero distance and was set to 1.51 [93].
The interaction radius σ is given by the Lennard-Jones parameters, with
(C12/C6)1/6, for C12, C6 6= 0, otherwise σ=0.3.
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The starting structure for the bombykal-BmPBP equilibration MD3 (Ta-
ble 5.1) also served as starting structure for the FEP calculations. For the
FEP calculation of the ligand in solution, bombykol was taken from the crys-
tal structure 1DQE [158], solved in SPC water in a 4.0 x 3.4 x 3.8 nm3 box and
equilibrated for 5 ns after a 200 ps MD simulation with harmonic constraints
on the bombykol atoms. FEP simulations of the ligand in solution and in
the complex were carried out for 1 ns, 2 ns and 5 ns each, and each FEP
simulation was performed in both directions, to check for the convergence
of the free energy calculations. The 1 ns and 5 ns simulations of the complex
were done three times with different starting velocities to estimate the er-
ror due to unsufficient sampling of the highly heterogeneous protein-ligand
interactions. The simulation protocol described above for the equilibrium
MD simulations was applied, except for the non-bonded interactions, which
here were calculated using a cut-off of 1.5 nm for the Coulombic potential,
1.2 nm for the Lennard-Jones potential. Due to technical restrictions, PME
was not applied for the FEP simulations.

5.3 Results and Discussion

5.3.1 Equilibrium dynamics of the bound complex

The BmPBP and bombykol dynamics and interactions in the bound state
were characterized by putative MD simulations to suggest conceivable path-
ways for ligand entrance and exit. Fig. 5.3a quantifies the fluctuations during
the free dynamics of the protein backbone and bombykol compared to ex-
perimental temperature factors from X-ray scattering [158]. As expected,
the helical segments, especially when linked via disulphide bonds, show only
little fluctuations. Regions of particularly high flexibility (shaded in gray)
are the terminal residues 1-24 and 125-137, even though the N-terminal
fragment is α-helical and contains one of the disulphide bonds. In addi-
tion, the histidine-rich loop (residues 60-68) and the loop proximal to it
(residues 99-106) are remarkably mobile. This agrees well with the experi-
mental temperature factors (cyan line), which were also found to be high in
these regions. The correlation coefficient between the fluctations from sim-
ulation and the temperature factors is 0.5. Overall, the equilibrium protein
dynamics fit into the picture of a rigid scaffold as suggested by the available
experimental BmPBP structures. The observed flexibility also suggests the
front loop and the terminal fragments at the back as sufficiently flexible lids
for ligand entrance and exit.
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Figure 5.3: Equilibration of the bombykol-PBP complex. (a) RMS fluctuation of
PBP (black curve) and bombykol (black circle) during the final 40 ns of equilibration
in comparison to the temperature factors of 1DQE, after conversion to fluctuations
according to [184] (gray). Gray areas indicate regions along which ligand binding
and release might occur (terminal fractions and lid). (b) RMSD of the protein
backbone atoms (black curve) and bombykol (gray curve) from the crystal structure
during two molecular dynamics simulations. Major bombykol-PBP hydrogen bonds
are indicated. Results from two independent MD simulations, using paramters p1
(top) and p2 (bottom) are shown.

As indicated in Fig. 5.3a, bombykol with a root-mean-square fluctuation
(RMSF) of 0.17 nm showed strikingly large fluctuations, though apparently
encapsulated in the cavity. This finding, too, is in agreement with the
X-ray experiment, which gives significantly larger crystallographic tempera-
ture factors for bombykol compared to the average temperature factor. The
nature of this mobility is detailed in Fig. 5.3b. During the two indepen-
dent MD simulations with different bombykol parameters for the π-system,
p1 and p2, the native bombykol-Ser56 hydrogen bond was transiently and
reversibly broken and substituted by bonds to other side chains in the cav-
ity, such as Glu98, Met61, and Thr111. This involved dislocation of the
hydrophobic part of bombykol as well, as reflected by the observed high
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root-mean-square deviation (RMSD) from the crystal structure (cyan lines
in Fig. 5.3b). In one extreme case, bombykol left the binding cavity to some
extent and sticked out along the front lid towards the solvent, mostly form-
ing hydrogen bonds to Glu98 and/or water. This outward movement was
directed along the putative front lid-pathway and involved partial disloca-
tion of the lid.

To further characterize this collective motion, the curvilinear principal co-
ordinate of the protein that optimally correlates to the ligand motion was
calculated as suggested recently by Schröder et al. (submitted). Indeed, sig-
nificant correlations were found, most notably for the lid dynamics. Fig 5.4a
shows representative snapshots of bombykol and the lid after projection onto
the non-linear mode of largest amplitude. The mode represented an opening
motion of the protein by a lid flip in conjunction with the ligand dynamics,
to give way to the half-dissociated ligand.

Figure 5.4: Equilibration of the bombykol-PBP complex. (a) Correlation of pro-
tein and ligand dynamics. Representative structures along the non-linear collective
mode that best correlates to the ligand motion, are shown. It exhibits a lid open-
ing in conjunction with partial ligand dissociation towards the front. (b) Bombykol
in the hydrophobic cavity of PBP. Residues with significant contributions to the
hydrophobic interactions of the protein to bombykol are shown as spheres. Bom-
bykol: red, BmPBP residues with Lennard-Jones interaction energies to bombykol
> 5 kJ/mol: yellow, > 20 kJ/mol: (Phe12 and Phe118): blue.

The high mobility of bombykol is also reflected for the C14-chain of bombykol
by the numerous hydrophobic contacts formed to BmPBP during the MD, as
depicted in Fig. 5.4b. Many residues, shown as yellow spheres, of the bind-
ing pocket that are highly conserved across general OBPs and PBPs [158]
were found to significantly contribute to the total Lennard-Jones (LJ) in-
teraction between protein and ligand. The interaction energies between the
ligand and the individual residues typically showed high fluctuations. In the
half-dissociated conformation of bombykol with a hydrogen bond to Glu98,
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e. g., Val114, located near the front loop, compensated the loss of interaction
at the end of bombykol (to residues Leu8 and Leu90), thereby stabilizing
the half-dissociated state. With such a high variability and heterogeneity in
the ligand polar and non-polar interaction network, bombykol can favorably
bind to BmPBP in significantly different conformations implying a consid-
erable entropic component to the binding free energy. This suggests that
also changes in the polar head group, the position and stereochemistry of
the double bonds, or the chain length do not have per se to result in a com-
plete loss of binding affinity. Instead, BmPBP features a moderate ligand
specificity that does not suffice to provide the remarkably high olfactory
selectivity on its own, but adds to it as a first filter.

The conventional MD simulation described so far also served as a test of the
bombykol force field parameters. The experimentally determined structure
was reproduced during large parts of the MD simulations, with reversible
hydrogen bond rupture and formation. The observation of a highly flexible
ligand in the rigid pocket of BmPBP was robust with regard to the ligand
force field used (compare Fig. 5.3b). For the subsequent simulations, set p1
was used.

The ligand motion observed in the above MD simulations suggested the
front lid as a putative exit pathway as was also found in the previous MD
study [166]. However, one has to note that within the short nanosecond
time scale of our conventional MD simulations, the complex might not over-
come larger energy barriers to regions of the configurational space that are
sampled at physiological conditions. In particular, a possible role of the
terminal fragments as a possible second lid could not be excluded so far.
To enhance sampling, REMD simulations with increased temperatures were
therefore performed (Fig. 5.5). With temperature steps of 80K, exchange
attempts of adjacent replicas were accepted with ratios of around 8 %, due
to a sufficient overlap of the potential energy distributions (Fig. 5.5a). Thus,
simulating all replicas with the same solvent temperature of 300 K resulted
in a reasonable acceptance ratio at the desired temperature spacing in spite
of the large system size. Fig. 5.5b shows the exchange of a selected replicum
within different temperatures (upper panel) and the consequent changes in
RMSD of bombykol for two example temperatures (lower panel). The fre-
quent exchanges enable bombykol to effectively sample the conformational
space when bound to BmPBP.

As for the conventional 300 K MD simulations described above, partial un-
binding towards the front lid was observed (Fig. 5.6a). Additionally, some
REMD trajectories also showed a turn of bombykol in the pocket and move-
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Figure 5.5: Replica-exchange molecular dynamics. (a) Potential energy distribu-
tion of the six replicas (black lines) and acceptance ratio for the exchange of the
replica at temperature T with the replica at temperature T + 80K (squares). (b)
Efficiency of REMD for enhanced sampling. Upper panel: exchange of the replica
with initial temperature T =200 K between the six temperatures during REMD.
Lower panel: RMSD of bombykol from the crystal structure of example replica
during REMD with the initial termperatures as indicated.

ments towards the back passage way near the protein termini, though to a
smaller extent (Fig. 5.6b). The partial unbinding towards front and back
was found to be represented by the same collective mode of fluctuation (first
principal mode obtained from PCA) in opposite directions (Fig. 5.6c). In
both directions, conformations of extreme amplitude along the first eigenvec-
tor (EV) exhibited reduced protein-ligand interactions and increased solvent
exposure of the ligand. This correlated motion of protein and ligand com-
prises both BmPBP and bombykol dynamics, to which the protein with 87 %
of the total fluctuations substantially contributes.

Total unbinding involving complete loss of protein-ligand interactions and
the release of the whole ligand into water was not observed, as it would
presumably require still more sampling and, hence, much longer simulation
times.
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Figure 5.6: Principal component analysis of the REMD. (a) and (b) Representative
snapshots of the REMD simulation showing ligand release towards the front and
back, respectively. Bombykol and the parts of the protein serving as lids during
release are shown in orange and red, respectively. (a) Projection of the REMD
trajectory onto the first two EVs. The first EV represents partial ligand release
towards the front lid (high projection) and towards the termini at the back (low
projection). Structures shown in (a) and (b) are shown as gray triangles (front)
and squares (back), respectively, the crystal structure as black square.

5.3.2 Ligand release pathways from essential dynamics

To further alleviate the sampling limitations, ED simulations were performed
to study full ligand release. The REMD simulations revealed the first EV
as a suitable reaction coordinate for the ligand motion towards the back
and front exit. This EV therefore was chosen as the coordinate along which
ED sampling in positive (front exit) and negative (back exit) direction was
carried out. By constraining the system to move along the first EV only in
the defined direction, the system was forced to sample a much larger region
of conformational space as compared to the free dynamics simulations. This
indeed lead to ligand release towards the front and back, as can be seen from
snapshots of example trajectories (Fig. 5.7a). ED sampling along the second
EV (Fig. 5.6c), another mode of protein-ligand motion possibly involved in
ligand binding and release, did not result in ligand release. As a measure
for the barriers to ligand exit, the forces along the first EV were compared
for the front and back exit as shown in Fig. 5.7b. Unfortunately, as can
be seen in the Figure, the large fluctuations render it difficult to infer any
significant preference for one of the release pathways.

To resolve this problem, further MD simulations were carried out for fixed
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Figure 5.7: Ligand release probed by ED simulations. (a) Snapshots during disso-
ciation to the front (top) and the back (bottom) from one representative trajectory.
Colored: bombykol, cyan: front loop and terminal helix and coil. (b) Forces along
the first EV to the front and back during four ED runs each. (c) Extended sam-
pling of forces at discrete positions along the first EV. PMF (upper panel) and forces
(lower panel) along the dissociation towards the front (black) and back (gray), aver-
aged over the last 2 ns of the sampling. Error bars indicate the standard deviation
of averages over 0.2 ns windows.

reaction coordinates along the two exit pathways. On the basis of the ob-
tained forces and potentials of mean force (PMF), shown in Fig. 5.7c, the
exit of bombykol along the front and back lid is equally likely. Both path-
ways exhibit a rupture force of ∼ 30± 12 kJ mol−1 nm−1 (lower panel). The
derived activation free energies of 108 and 124 ± 12 kJmol−1, respectively,
for front and back release were also found to agree within the expected stan-
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dard deviation (upper panel). Thus, none of the two sites is preferred over
the other, and hence can both serve as passage ways for bombykol release.

We note that the PMF overestimates the experimental dissocation free en-
ergy (42 kJmol−1) by more than a factor of two, likely due to unsufficient
sampling and non-equilibrium effects. In particular, the ensemble of the
unbound ligand and protein is typically larger and consequently sampled to
a smaller extent than the bound state. Here, the accurate calculation of
the dissociation free energy was presumably specifically complicated by the
high degree of ligand conformational flexibility. Furthermore, the protein
might be enforced to undergo unfavorable conformational changes to per-
mit ligand release that are irreversible on the time scale of the simulations,
and therefore misleadingly add to the free energy difference. A non-optimal
reaction coordinate might be another reason for the present overestimation
of the PMF. However, we here aimed at the comparison of the two putative
pathways. Since the forces and free energies can be assumed to involve er-
rors of the same magnitude for both pathways (see below), the differene can
be expected to be significantly more accurate than the absolute values.

The convergence of the PMF during the accumulation of forces were exam-
ined as shown in Fig. 5.8. As before, sampling is particularly problematic
due to the fluctuation of the forces, which, on a ps time scale, were about an
order of magnitude larger than the forces itself. Reliable estimates therefore
required averaging over windows of several nanoseconds in length, of which
the convergence was then examined. To this end, for each of the point along
the first eigenvector, forces were calculated from averaging over 0.2 ns win-
dows at different positions along the ED trajectories, and the resulting PMFs
were compared (Fig. 5.8a). The PMF initially decreased indicating equili-
bration of the system, and after several ns somewhat levelled off, though
associated with considerable fluctuation at this window length. In addition,
the dependance of the PMF on the window length was tested (Fig. 5.8b).
Within a range of window lengths of several ns, as a compromise between
high fluctuations of the forces using shorter times, and inclusion of unequili-
brated ED frames when using longer times, the PMF was reasonably robust.

As expected, since the essential dynamics rest upon the principal modes
identified in the free dynamics of the bombykol-BmPBP complex, the ligand
was forced to proceed along those pathways to dissociate, at which the bound
state dynamics already hinted at. More specifically, ligand release towards
the front and back in all ED simulations involves conformations similar to
the one shown in blue in Fig. 5.6a and b.
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Figure 5.8: Convergence of the PMF derived from ED simulations towards the
front (black curve) and back (gray curve) with extended sampling. (a) PMF as
a function of the time at which the forces for PMF calculation were collected (in
0.2 ns windows). (b) PMF as a function of the length of the window to collect
forces. The last part of the trajectories is chosen in each case.

5.3.3 Ligand release pathways from force probe simulations

To probe a larger variety of ligand release pathways and to reduce the bias
introduced above by sampling along the first eigenvector, as a third ap-
proach, bombykol was pulled out of the cavity of BmPBP by means of a
pulling force in a predefined direction. Here, in contrast to the ED simula-
tions above, the protein was completely free to adapt to the exit motion of
the ligand. In a first series of FPMD simulations, four different bombykol-
BmPBP conformations observed during the conventional MD simulations
served as starting structures. The pulling directions were chosen such that
the center of mass of bombykol was pulled directly towards the approximate
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center of the putative lid at the front and of the N and C-terminal helix and
tail at the back, respectively. These directions are shown as solid arrows in
Fig. 5.9.

Figure 5.9: Pulling directions used in FPMD simulations to enforce ligand release.

Fig. 5.10a compares the force profiles resulting from FPMD simulations of
the four starting structures. The respective intermediate conformations at
the force maximum are shown in Fig. 5.10b. For pulling towards the front,
irrespective of the initial complex conformation, unbinding occurred via a
transient Glu98-BOM hydrogen bond. Formation of this bombykol-BmPBP
hydrogen bond was accompanied by the rupture of the intrmolecular Glu98-
Leu68 hydrogen bond (Fig. 5.10b and c), which clamps the front loop in
complexed and vacant BmPBP [158,162]. The front loop thereby transiently
gained flexibility, allowed ligand passage and finally is fixed again upon re-
formation of the Glu98-Leu68 hydrogen bond. The semi-dissociated state
with the polar head of bombykol pointing partially out of the cavity has been
also observed in the conventional MD and REMD simulations (Figs. 5.4a
and 5.6). This state remained stable up to a force of ∼300 pN. It is the final
detachment of the hydrophobic ligand from the cavity, in particular from
Trp110, which is directly located at the lid, and its solvation with water
that gave rise to the sudden force drop.

For bombykol release along the front lid, the mechanism and the involved
forces are consistent with the findings obtained from sampling along the first
EV using ED (see above). Combining the above results, we suggest that for
front exit — if it occurs — the pathway is well defined. In contrast, un-
binding trajectories along the back pathway were found to be more diverse,
also pointing towards a larger entropic contribution to the unbinding free
energy barrier [127]. The different starting structures yielded a variety of
exit pathways near the termini, even though bombykol was pulled towards
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Figure 5.10: Ligand release probed by FPMD simulations. (a) Force profiles from
pulling towards the front lid (left panel) and the termini at the back (right panel)
along the main pulling direction (solid arrows in (a)), obtained from four different
trajectories each. (b) Snapshots at which forces are maximal during force-induced
unbinding along the main pulling direction. Pulling towards the front yields similar
rupture forces and unbinding trajectories that have a transient hydrogen bond
to Glu98 in common (left), pulling towards the back yields diverging forces and
pathways (right). Red: bombykol, yellow: Glu98, blue: regions involved in ligand
passage, the front lid and the terminal fractions. (c) Hydrogen bond ruptures
involving the front loop (Glu98 and Leu68) during ligand release to the front.

the same direction. Since force peaks for backwards unbinding scattered
within ∼100 pN, they did not allow for discriminating between unbinding
towards the front and back on the basis of these few trajectories.

In order to elucidate the dependance of the trajectories and forces on the
chosen pulling direction, for both putative exits, a second series of FPMD
simulations using the aforementioned snapshots and, in addition, five differ-
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Figure 5.11: Ligand release probed by FPMD simulations along multiple direc-
tions. (a) Force profiles from pulling towards the front (left panel) and back (right
panel), each along five different directions (solid and dashed arrows in Fig. 5.9).
The average over all twenty profiles is plotted in gray. The two profiles with mimi-
mal rupture forces for back release are colored red. (b) Histogram of rupture forces
observed in FPMD simulations.

ent pulling directions (dashed and solid arrows in Fig. 5.9) were performed.
Fig. 5.11a compares the force profiles for the obtained ensemble of trajec-
tories. For the release to the front and back, rupture forces scattered sig-
nificantly (black lines in Fig. 5.11a), and yield a slightly lower average for
release towards the front exit (cyan lines).

As before, front release exhibited a uniform mechanism in all cases. Inde-
pendent from the exact pulling direction, it occured along the front lid as
described above. Rupture forces far beyond 300 pN were observed in those
cases which required a relative rotation of protein and ligand to superimpose
the ligand and the lid along the pulling vector. An unfeasible definition of
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the pulling direction gives rise to additional friction, an artifact leading to
an overestimation of the forces.

For back release, each of the five directions yielded a range of rupture forces
and different release mechanisms. However, for two of them strikingly lower
forces were sufficient (Fig. 5.11a, right panel). Interestingly, the underlying
exit passageway of these two — and only these two — candidates was in
accordance with the pathway identified in the ED simulations. This pathway
involved a turn of the bombykol molecule within the cavity, resulting in the
formation of a transient bombykol-Ser9 hydrogen bond. The flexible C-
terminal coil gave way for final ligand release. Trp37 here played a crucial
role as it constituted the endpoint of the hydrophobic bombykol-protein
interaction during dissociation. The significantly lower rupture force and
the consistency with the findings from ED sampling suggest that, among
the ligand release trajectories towards the back, this pathway is favored by
bombykol.

Figure 5.11b shows a histogram with the rupture forces for bombykol dis-
sociation to the front and back exit binned into 40 pN intervals. We found
that on average, front pulling (∼320 pN) required slightly lower forces than
back pulling (∼450 pN). However, as discussed above, only part of the front
and back pathway ensembles can be taken into account for this compari-
son, namely the two trajectories of back release with lowest rupture forces
(Fig. 5.11b, red) and those trajectories of front release with rupture forces
of ∼300 pN and below. Thus, a similar range of rupture forces was covered
by these representatives.

The obtained work associated with ligand release to the front and back is
compared in Fig. 5.12. The two back release trajectories with lowest rupture
forces (right panel, red) arising from ligand dissociation in accordance with
the ED simulation yielded work profiles similar in range to the work profiles
obtained for front release (left panel). We again conclude that none of the
two exits, front or back, can be excluded. We note that the calculated work
inherently comprises non-equilibrium effects and hence is, as expected, in
average larger than the previously estimated PMF (Fig. 5.7c) and the free
energies derived from the work (see below).

A very recent and quite unexpected result by Jarzynski permits to calculate
the PMF even from an ensemble of non-equlibrium work profiles, provided
sufficient sampling is available (see Section 2.5.1 for details) [86,87]. To allow
the application of this result, we performed a third set of FPMD simulations,
now exclusively applying the previously identified prevalent pulling direction
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Figure 5.12: (a) Work and free energies associated with ligand release towards the
front and back. Black: work, cyan: free energy profile calculated with the Jarzynski
equation, red: preferred bombykol release pathways to the back (as in Fig. 5.11).
The work was obtained from release towards the front along a single preferred
direction, towards the back along different pulling directions and pathways. (b)
Comparison of protein/ligand motion during bombykol release obtained from ED
(left panel) and FPMD (right panel). Trajectories were projected onto the EVs
from REMD simulations (Fig. 5.6). Gray: back release, black: front release.

(solid arrows in Fig. 5.9). Since back release was not controllable by the
pulling direction, and thus a prevalent direction could not be identified, the
PMF could not be assessed for the back exit. As can be seen from the
PMF derived for front release (cyan in Fig. 5.12a), a free energy profile
similar to the PMF from the ED simulation is obtained (Fig. 5.7c), again
with an overestimation of the dissociation free energy. The results for the
PMF using cumulant expansion [88,185] (data not shown) is highly sensitive
towards the number of included trajectories, suggesting that the free energy
estimate indeed is not yet sufficiently converged. A successful application
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of the Jarzynski equality would require larger ensembles of ligand release
trajectories or smaller pulling velocities to reduce non-equilibrium effects or
both.

In summary, for front exit, the ligand release simulations suggested a unique
mechanism along the putative front lid, for which indications were found also
in the free dynamics of bombykol-BmPBP bound state. A half-dissociated
state with a transient hydrogen bond from bombykol to BmPBP and a
detached front loop represents an intermediate. Among the numerous path-
ways obtained for back release, a gate framed by the two termini could
be identified as the most likely exit. Trp110 and Trp37, respectively, were
identified as crucial residues stabilizing bombykol at the front and back exit
just before its final release into the solvent. They thus can be assumed to
lower the energy barrier for ligand binding and unbinding. Together with
the residues forming transient hydrogen bonds to bombykol during release
to the front and back, namely Glu98 and Ser9, respectively, these residues
are promising candidates for point mutations with the objective of testing
our predictions and further exploring the two pathways.

Even though the ED and FPMD simulations are conceptually different, they
share the course of the forces, PMFs and the associated ligand/protein dy-
namics of the two identified exit gateways. This is also reflected by the
projection of dissociation trajectories onto the first two EVs from REMD,
as shown in Fig. 5.12b. The motion along the first EV, as enforced in ED
simulations (left panel), is reproduced in the pulling simulations for the back
exit and to a certain extent for the front exit (right panel). In view of the
significant contribution of protein fluctuations to the first EV, which were
unbiased during the FPMD simulations, this is an astonishing agreement.
The two different simulation methods to probe unbinding do not only have
the main ligand direction in common, which obviously is similar in ED and
FPMD, but also the underlying protein main motion, and, thus, predict sim-
ilar exit pathways. In the FPMD simulations, the front lid is detached from
the neighboring helix only reversibly to temporarily give way to bombykol
dissociation. Therefore, trajectories for front unbinding show only a tran-
sient motion to higher values of the first EV. The overall consistent picture
provides confidence for the identified opening lids, namely the front His-rich
loop and the terminal helix and coil with the respective intermediate states.
Our results suggest that in fact both exit pathways may be physiologically
relevant.

101



5. BOMBYKOL RELEASE FROM BMPBP

5.3.4 Bombykal versus bombykol binding

The question to what extent PBPs contribute to the selectivity in pheromone
reception was addressed here by comparing the binding of bombykol and
bombykal to BmPBP. These two components of the pheromone gland only
differ in their polar head (Fig. 5.13a). The carbonyl group of bombykal, in
constrast to bombykol, can interact only as hydrogen bond acceptor with
BmPBP. This, e.g., excludes anionic side chains such as Glu98 from interact-
ing with bombykal. Do the polar interactions of bombykal, and consequently
also its binding mode and position in the pocket, for this reason differ from
bombykol? Figure 5.13b shows the RMSD and hydrogen bond partners of
bombykal during free molecular dynamics starting from two different equili-
brated BmPBP-bomykol structures with a Ser56-bombykol hydrogen bond.

Figure 5.13: Bombykal-BmPBP free dynamics. (a) Schematic drawing of bom-
bykol and bombykal, both components of the Bombyx mori pheromone blend. (b)
RMSD of the protein backbone atoms (black curve) and bombykal (gray curve)
from the bombykol-BmPBP crystal structure during two molecular dynamics sim-
ulations starting from different ligand conformations. Bombykal-PBP hydrogen
bonds are indicated above.

Both simulations show a stable protein structure (black) and for the ligand
(gray) significant deviations from the Ser56-bound initial structure, which
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are similar in magnitude and fluctuations to those observed for BmPBP-
bombykol (Fig. 5.3). Bombykal reversibly forms and breaks hydrogen bonds
to Ser56, as bombykol, and also to His70, His95, Asn67 and Lys107. Thus,
bombykal is able to form polar interactions with BmPBP during the bulk of
the free dynamics, albeit under formation of hydrogen bonds to other side
chains due to the different chemical preference of the carbonyl group. As
a consequence of the similar ligand position within the cavity, hydrophobic
protein interactions were found to be similar for bombykol and bombykal.

These resuls indicate similar binding modes of bombykol and bombykal in
the cavity of BmPBP. Since bombykal only functions as a hydrogen bond
acceptor, bombykal-BmPBP interactions can be expected to be to some
extent less favorable. The same, however, also holds true for the ligand-
water interactions in the unbound state, thus probably compensating for
the observed difference in the bound state.

To quantitatively assess the difference in binding affinity, FEP calculations
were performed (Fig. 5.14). In these simulations, bombykol in the bound
and unbound state was slowly converted to bombykal, as described in Sec-
tion 2.5.3. According to the thermodynamic cycle shown in Fig. 5.14a, the
associated free energy changes ∆GFEP(prot) and ∆GFEP(aq) yield the dif-
ference in binding free energies, ∆∆Gb, which are given in Fig. 5.14b. Simu-
lations of bombykol perturbed to bombykal (and vice versa) in the unbound
state gave a free energy change ∆GFEP(aq) of 9.5 kJ/mol for a simulation
time of 20 ns. With a standard deviation of 0.2 kJ/mol (0.4 kJ/mol for 2 ns
simulations), the FEP simulations were found to converge well for the ligand
in water. As expected, for bombykal a less favorable solvation free energy
than its hydroxyl counterpart was found, corresponding to its limited ability
to form hydrogen bonds with water.

The change in free energy during FEP calculations of bombykol to bombykal
within the binding pocket of BmPBP, ∆GFEP(prot), was 3.9±1.5 kJ/mol
(5 ns simulation; 3.8±2.7 for 1 ns simulation). Sampling of the BmPBP-
bombykol and BmPBP-bombykal conformations during the FEP simula-
tions did not converge, as reflected by the deviation of free energy changes
for different starting structures. With regard to the time scale of several
nanosecond for hydrogen bond rupture and formation during the free dy-
namics of bombykol and bombykal (Fig. 5.3 and 5.13), longer simulation
times would be necessary to sufficiently sample the conformational space of
the bound ligand for a more robust free energy estimate. Here, however, an
accuracy of 1.5 kJ/mol for ∆GFEP(prot) suffices for the comparison of the
binding free energies of bombykol and bombykal.
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Figure 5.14: Calculation of the relative binding free energy of bombykol and bom-
bykal to BmPBP. (a) Thermodynamic cycle (see Methods). The relative binding
free energy is calculated as ∆∆Gb = ∆Gb,al−∆Gb,al = ∆GFEP(prot)−∆GFEP(aq).
(b) Free energy change upon ’mutating’ bombykol to bombykal (black) and back
(gray) as obtained from FEP calculations. Results for the simulations of the ligand
in water (upper panel), and the ligand bound to the protein (central and lower
panel, for 1 ns and 5 ns simulation length, respectively) are shown. Identical line
patterns refer to the same cycle of forward and backward simulation. (c) Calcu-
lated free energy changes as obtained from FEP simulations (compare (b)) and the
resulting binding free energy of bombykal with respect to the experimental binding
free energy of bombykol.
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The positive free energy change during the FEP simulations of the bound
state suggested a weaker interaction of bombykal to BmPBP than bom-
bykol. This is consistent with the weaker interactions to the binding pocket
observed already for the free bombykal-BmPBP dynamics. Since this effect
was even stronger for the ligand in the unbound state, the effective binding
free energy of bombykal to BmPBP is lower (Fig. 5.14c). In other words,
the effect that bombykal is less well solved in water compensates for the less
favorable ligand-protein interactions comparing to bombykol, ultimately re-
sulting in a more favorable bombykal-BmPBP binding.

According to our FEP calculations, the difference in binding free energies
for bombykal and bombykol is -5.6± 1.7 kJ/mol. With a binding free en-
ergy of -40 kJ/mol for bombykol [159], this gives -45.6 kJ/mol for bombykal
binding (Fig 5.14c). It should be noted that, apart from the statistical error
discussed above, uncertainties in the free energies also may arise from inac-
curacies in the ligand force field parameters. Furthermore, the bombykal-
BmPBP starting structure does not rest on experimental data, but was de-
rived from simulated equilibrium conformations of bombykol-BmPBP. For
these reasons, our result of a slightly higher affinity of BmPBP for bombykal
than for bombykol should be regarded with caution, as the difference was
found to be small (only few kBT).

Summing up, the results suggest that bombykal is favorably bound by
BmPBP, with an affinity similar to or even higher than bombykol. Thus,
the subtle chemical difference of the female pheromone blend compounds
bombykol and bombykal is most likely not sensed by BmPBP. That each
pheromone component excites a separate cell type must, therefore, be at-
tributed to the specificity of the respective pheromone receptor molecules.
Validation by experiments is yet to be accomplished.

5.4 Conclusions and Outlook

The function of the olfactory protein BmPBP as a carrier for its physio-
logical binding partner, the pheromone bombykol, is closely linked to the
mechanism and underlying energetics of bombykol uptake and release. Our
simulations identified two ligand release gateways, the front His-rich lid and
a gateway framed by the terminal helix and coil. Both, forces and free en-
ergies involved in ligand release indicate that the two pathways are equally
likely. Within an uncertainty in the relative free energy barriers of a few
kBT, we thus suggest that both pathways are indeed physiologically rele-
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vant. This conclusion rests on two different simulation techniques to enforce
unbinding, ED and FPMD, which differ fundamentally in the reaction coor-
dinate along which unbinding is enforced, here an intrinsic mode of motion
or an externally defined direction. The quantitative agreement of the mech-
anism and energetics obtained with the different approaches underscores our
conclusion of two relevant ligand release pathways.

Our simulations were challenged by the high conformational flexibility of
the bound and unbound ligand. No preference of conformational states or
pathways could be inferred from single trajectories and forces, which highly
depended on the starting configuration and velocities. Due to the unspecific
character of binding, extensive sampling was required in all cases. Besides its
high biological relevance, the bombykol-BmPBP system thus also represents
a demanding, yet intriguing test system for the calculation of binding free
energies.

What might be the physiological purpose of two opposite pathways? The
requirements for PBPs are in fact manyfold. Their function as a carrier
requires pheromone binding to be (i) tight to protect against degrading pro-
teins and to achieve a high pheromone sensitivity, (ii) selective for serving as
a pre-filter with certain specificity in addition to the receptor, and (iii) suf-
ficiently fast (on a millisecond time scale) such that the kinetics of olfactory
reception allows for a fast adjustment of the flight direction of the moth.
Encapsulation of the whole ligand by an apparently impermeable protein
envelope supports tight and specific binding, but sterically impedes ligand
entrance and exit by severely restricting the access to the cavity comparing
to solvent exposed binding pockets. This affects particularly ligand up-
take, which requires bombykol diffusion towards the entrance lid. BmPBP
exhibits a more or less uniformly negative electrostatic potential (data not
shown) and a net charge of -8 at pH7. Diffusion of bombykol, which is virtu-
ally apolar, towards its receptor BmPBP hence is undoubtedly not directed
by electrostatic funneling towards the entrance, as found for acetylcholine
esterase [186], and eventually represents the rate-limiting step.

We therefore speculate that the physiological significance of two lids is to
ensure a sufficiently fast rate of ligand uptake. By providing two pathways
for bombykol entrance, the binding free energy barrier is lowered, and the
area of access for bombykol to the BmPBP cavity by random diffusion is
enlarged. Electrostatic funneling, another way to ensure fast ligand binding
and unbinding, enables acetylcholine esterase to rapidly take up and release
different molecules, namely the substrate and products, via two opposite
one-way gates [186]. Here, in the case of a carrier protein, fast binding and
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unbinding of the same molecule, instead, is guaranteed by two nondirectional
pathways.

Furthermore, two alternative pathways warrant robustness of the binding
properties of BmPBP against point mutations that eliminate one of the
routes. The previous finding that mutating Trp37, a residue located at
the back gateway, leaves the binding energetics and kinetics unchanged, was
unexpected [159], since this residue, conserved among PBPs, is thought to be
physiologically important. Now, in the light of the two-pathway model, this
robust behavior of BmPBP towards mutation at only one of the pathways
is explained.

In conclusion, the identified two discrete pathways to a central cavity provide
the moth with the advantage of facilitating ligand entrance and exit without
the loss of binding affinity and selectivity. This hypothesis can in principle
be validated experimentally by point mutations. Potential candidates, as
discussed above, are mutations of Trp37 and Trp110 to, e. g., alanine, which
are expected to eliminate the stabilizing influence of the Trp-bombykol hy-
drophobic interactions onto the half-dissociated intermediate state. Alter-
natively, a complete steric blockage of the gates might be achieved by fixing
the opening lids of the exit gates by disulphide bonds. The temporary hy-
drogen bond partners of bombykol during dissociation, Glu98 at the front
and Ser9 at the back, together with an appropriate proximal bonding part-
ner are also suitable for this purpose. The fourfold cysteine mutation should
result in a substantial hindrance of bombykol uptake.

If our model of two relevant pathways is correct, one would expect a sub-
stantial change of the binding affinity and kinetics only if both pathways are
eliminated by point mutations. A mutation at only one of the exits, instead,
should not significantly alter the binding kinetics and energetics Together,
this suggests a harsh test for our two-pathway model. The proposed mutants
remain to be tested in simulations and experiment.

We here aimed at elucidating the pathway for bombykol release at neutral
pH, at which bombykol is reversibly taken up and released on a millisecond
time scale [159]. A related open question is how BmPBP undergoes the
conformational transition towards its acidic low-affinity structure and at
what point this transition induces ligand release. This will be addressed in
further investigations.

Pheromones for sexual attraction differ within insect species. Excitation
by only those pheromone components constituting the pheromone blend of
the own species requires highly selective reception. Is this achieved only by
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the pheromone receptor or also by peri-receptor events? Our simulations
depict BmPBP as a versatile carrier that can accomodate a certain subset
of ligands. A distinct but not extreme binding specificity of BmPBP agrees
with the scenario of PBPs acting as a pre-filter [187]. According to this
scenario, BmPBP filters out a subset of components by protecting them
from degradation and carrying them to the receptor. It is the combined
BmPBP and receptor specificity which, in two sequential steps, yields the
ultra-high selectivity of the olfactory receptor cell.

The discrimination of molecules in the two-step filtering by BmPBP and the
receptor was examined here for bombykol and bombykal. According to our
simulation results, BmPBP does not differentiate significantly between the
hydroxyl and carbonyl group, but delivers both bombykol and bombykal to
the receptor. The pheromone receptor as the second filter yields the selective
power required for the excitation by only a single specific pheromone com-
ponent. Concerning the physiological function of two layers of filters, one
can speculate that their interplay not only significantly increases specificity,
but also facilitates its fine-tuning and control. E. g., to encode the required
specificity into the different olfactory proteins across insect species during
evolution, two filters can be individually subjected to modifications to tai-
lor their affinities. Calculating relative free energies proved useful to assess
the filtering function of the first filter, BmPBP, for bombykol and bombykal.
Extending the calculations to other pheromone components of Bombyx mori
will yield a more complete picture of the pheromone discriminative role of
BmPBP.
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6

Photoswitch mechanism of the
fluorescent protein asFP595

6.1 The fluorescent protein asFP595

Nature has equipped certain organisms of the deep sea with fluorescent pro-
teins, of which the green fluorescent protein (GFP) of the jellyfish is the
most widely known [188, 189]. GFP and its homologues feature a β-barrel
fold, the center of which is occupied by the chromophore, the light absorb-
ing and emitting moiety (Fig. 6.1a). GFP-like proteins are widely used in
cell biology as photolabels to track protein expression, protein trafficking,
and protein-protein interactions in vivo. Their fluorescence spectrum and
kinetics are defined by the spectroscopic properties of the chromophore and
the proximal protein scaffold and can thus be selectively tuned by protein
engineering.

More recently, chromophoric proteins have been discovered that can be
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Figure 6.1: The asFP595 protein structure. (a) asFP595 (pdb entry 2A50) [190].
The chromophore is shown as spheres. (b) MYG chromophore and relevant dihe-
drals. (c) Close-up view of asFP595. The chromophore and important interacting
protein residues are shown as sticks. Hydrogen bonds are formed from MYG to Ser,
Arg, Glu, Cys. Colors: cyan - MYG, asFP595 chain A - yellow, chain B - orange.

switched. Upon light absorption, their fluorescent state can be reversibly
turned on and off [191–194]. A prominent example is asFP595, the fluo-
rescent protein of the sea anemone Anemonia sulcata [191]. It is switched
on into the fluorescent (kindling) state by absorbing light with an excita-
tion maximum at 575 nm. The kindling state fluoresces with a maximum at
595 nm, and undergoes relaxation to the off-state with a life time in the order
of seconds. It can also be switched off instantly with blue light. Reversible
photoswitching from an off- (dark) to an on- (fluorescent) state is of great
interest with regard to the application of switchable chromoproteins as tags
for in vivo fluorescent microscopy with improved sub-wavelength resolutions
in the nanometer scale [195].

The asFP595 structure has recently been solved by X-ray crystallography [190,
196], and is shown in Fig. 6.1. As can be seen, asFP595 exhibits the typical
GFP-like β-barrel fold. The covalently bound fluorophore MYG originates
from the Met64-Tyr65-Gly66 sequence which is post-translationally modi-
fied to a 2-iminomethyl-5-(4-hydroxybenzylidene)imidazolinone (Fig. 6.1b)
system by cyclization and oxidation [197,198]. The chromophore formation
also involves backbone rupture between the residues upstream of MYG.

MYG is similar to the GFP chromophore except that the conjugated π-
system is extended by an additional imino group. It should be noted that
the replacement of the imino group by a carbonyl group subsequent to the
cyclization could not be excluded on the basis of the crystallographic data,
and indeed was suggested by more recent studies on the MYG chromophore
in solution [198]. However, the impact of the chemical nature of this moiety
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on the isomerization mechanism can be assumed to be small. As shown
in Fig. 6.1c, it is firmly positioned in the central cavity of the β-barrel
by forming an extensive hydrogen bond network and distinct hydrophobic
interactions with nearby protein side chains.

Figure 6.2: The photoswitch involves trans-cis-isomerization of the MYG chro-
mophore (a) MYG chromophores from the A143S crystal structures before (cyan,
off-state) and after irradiation (yellow, on-state), superpositioned after least-square
fitting the chromophore atoms. (b) The two possible isomerization mechanisms,
rotation R and hula-twist HT, described in the text.

The A143S mutant of asFP595 has a longer lifetime of the stabilized kin-
dling state, which allowed to solve both the non-fluorescent and fluorescent
structure by switching the mutant on and off within the same protein crys-
tal [190]. As shown in Fig. 6.2a, switching is associated with a change in the
chromophore structure. The off-state corresponds to a trans-configuration
of MYG, the on-state to a cis-configuration. As revealed by the mutant and
wt structure, the A143S mutation stabilizes the on-state by means of an
additional hydrogen bond to the hydroxyl group of MYG.

According to the experimental structural and mutational data described
above, the photoswitch to a fluorescent state upon light absorption involves
a trans-cis isomerization. The detailed molecular mechanism that connects
these two end-states, however, remains unknown. Two principally different
mechanisms can be envisaged that lead to the cis conformer, namely rotation
around both dihedrals of the ring-bridging CH-group, τ and φ (hula-twist,
HT, Fig. 6.2b, left), or rotation around τ only (R, Fig. 6.2b, right).

For the rotate mechanism, the MYG tyrosine ring can either rotate to-
wards the initially coplanar His197 (Rtop) or towards the other side (Rbot).
Likewise, during HT isomerization, the bridging methyline group can move
along a top (HTtop) or bottom (HTbot) pathway. Rtop and Rbot require a
space-demanding rotation of the tyrosyl ring involving the transient loss of
hydrophobic interactions, whereas HTtop and HTbot leave the chromophore
virtually in place and only involves movement of the central CH-bridge.

In the studies on titin kinase and BmPBP, FPMD simulations proved suit-
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able to investigate the functional process of interest in these proteins, un-
folding and unbinding, respectively. Also here, FPMD simulations render
themselves useful to identify the preferred isomerization mechanism of the
asFP595 photoswitch. The chromophore is subjected to a pulling force such
that the isomerization along one of the above described pathways is enforced;
and the forces opposing the reaction are compared. Thus, using FPMD sim-
ulations, we exclusively focus on the steric influence of the protein scaffold
around the chromophore onto the enforced photoswitch process.

A second set of MD simulations studies the spontaneous photo-induced iso-
merization. The photo-excited state is accounted for by by means of a suit-
ably chosen force field with modified atomic velocities, charges and dihedral
potentials. Both simulation techniques identify the bottom HT mechanism
with the ring-bridging CH-group rotating towards His197 below the chro-
mophore as the favored pathway.

6.2 Simulation details

All asFP595 simulations described here were carried out in close collabo-
ration with Lars V. Schäfer. He also kindly provided the results from the
quantum mechanical calculations discussed below. My focus was on the de-
velopment of an appropriate chromophore force field, and the simulation of
the isomerization reaction using FPMD and MD.

6.2.1 Chromophore force field

Partial charges of a model trans and cis chromophore in the ground and
excited state were calculated quantum mechanically by Lars V. Schäfer using
the CHELPG scheme of the Gaussian03 program [199]. The chromophore
structures were geometry-optimized at the B3LYP/G-31+G* level. The
partial charges for the electronic ground state were calculated using the
DFT wave function, whereas the excited state partial charges are based
on a configuration interaction singles (CIS) calculation. Heavy-atom bond
lengths and angles were taken from the X-ray structure, those involving
hydrogen atoms from the QM-optimized structures. For the force constants
and Lennard-Jones parameters, OPLS force field parameters of residues with
similar chemical nature were adopted (His, Tyr, Met, styrene). Except for
partial charges, the same parameters were used for the cis-state.

112



6.2.2 MD simulations

All simulations were carried out with the Gromacs 3.2.1 simulation suite [121].
The simulations were started from the 1.3 Å crystal structure of asFP595
(PDB code 2A50) [190]. Protonation states of the standard amino acids
were calculated using the program WHATIF [123] and its interface to Del-
phi [124]. Because of its close proximity to MYG, the protonation state of
His197 is crucial, and was predicted to be cationic. To discriminate between
the possible chromophore protonation states, simulations of the neutral state
(Imidazolinone-N, Tyr-OH), the anionic state (Imidazolinone-N, Tyr-O-),
and the zwitterionic state (Imidazolinone-NH+, Tyr-O-) were performed,
and the protein-chromophore interactions were monitored. All hydrogen
bonds from the chromophore to the protein stayed intact only in case of the
zwitterionic protonation state, pinpointing the zwitterion, henceforth used
in all simulations, to be the correct chromophore protonation state in the
asFP595 ’off’-state.

The OPLS force field [63] was applied. A monomer of the protein was
solvated in a 8.9 x 7.9 x 7.9 nm3 box of TIP4P water molecules. 25 sodium
and 28 chloride ions were added to the simulation system to compensate
for the overall positive charge of the protein and to mimic physiological
conditions. This yielded a total system size of 71734 atoms. Otherwise,
simulation parameters were identical to those described for the simulation
of titin kinase in Section 3.2.1. Initially, the system was energy-minimized
(steepest descent, 1000 steps), before equilibrating the solvent for 200 ps with
positional restraints on protein heavy atoms. Then, the whole system was
equilibrated (0.1 ns at 300K).

In subsequent simulations, trans-cis isomerization of the chromophore was
induced by means of FPMD simulations (see Section 2.4.1) [43]. For this
purpose, the FEP algorithm of the Gromacs simulation package was used.
Simulation details were as described in Section 3.2.1, apart from the calcu-
lation of non-bonded interactions. Here, no PME, but a cut-off of 1.5 nm
and 1.2 nm for electrostatic and Lennard-Jones interactions, respectively,
was used. The R mechanism along the top or bottom path was enforced by
shifting the minimum of the τ dihedral potential by 180 degrees backward or
forward, respectively. The minima of both dihedral potentials τ and φ were
shifted simultaneously in equal measure to enforce the HT mechanism. To
induce the isomerization at the short timescale of photo-induced processes
(here 20 ps were chosen), a Ryckaert-Bellemans (RB) constant of 140kJ/mol
for τ (R mechanism) was found necessary.
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To yield forces along the isomerization pathway that can be compared with
each other, we applied an RB constant of 100kJ/mol for τ and φ to enforce
HT, as can be inferred from geometric considerations. Dihedral potentials
with the same central atoms as the perturbed ones were set to zero. Ex-
cited state partial charges were smoothly converted into their cis ground
state values during the simulations. This prohibited the usage of PME, see
above. The force was recorded at each integration step. The force values
shown in Fig. 6.4 were calculated with respect to a semicircular coordinate
with a radius of 0.5 nm, described by the idealized rotation of the center of
the chromophore phenyl moiety upon isomerization. For the corresponding
simulations in water, the chromophore model obtained from the quantum
mechanical calculations was used, with the full Met63 residue included.

Figure 6.3: Dihedral potentials used for the free MD simulations. Solid line, τ ;
dashed line, φ. The potential energy barriers of both dihedrals were varied between
0 (dashed) and 7 kcal/mol (dotted line) in test simulations.

To monitor spontaneous isomerization starting from a trans conformation
in the excited state, free MD simulations have been carried out. The ap-
plied simulation protocol was similar to the one used for equilibration (see
above), apart from the force field description of the chromophore. A semi-
quantitative description of the transition from an excited-state potential
through a conical intersection back to the ground state, as previously ap-
plied to rhodopsin [200], was developed and is shown in Fig. 6.3. In this
model the transition of one of the dihedrals from the off-state configura-
tion to a 90 degree twisted state involves a barrier of 8.4 kJ/mol (τ) and
0 kJ/mol (φ), as revealed by quantum mechanical calculations of the similar
GFP chromophore [201]. Further rotation to a planar dihedral conformation
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was assumed to proceed downhill towards the ground state via a putative
conical intersection or thermal deactivation. The model further comprised
excited state CIS charges (see above), and an additional kinetic energy of
the chromophore (21 kJ/mol [201]) to account for the relaxation from the
Franck-Condon region after excitation.
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6.3 Results

6.3.1 Enforced chromophore isomerization

To examine the — obstructive or supportive — influence of the protein ma-
trix onto the chromophore during isomerization, FPMD simulations along
the four conceivable pathways were performed, the results of which are
shown in Fig. 6.4.

Figure 6.4: Forces due to the protein matrix opposing chromophore isomeriza-
tion were calculated by non-equilibrium FPMD simulations and averaged over 10
trajectories for the four possible pathways (solid lines). Control simulations of the
chromophore in water show similar forces for the R and HT mechanisms (dashed
curves).

As expected, both rotation mechanisms, Rtop and Rbot, are significantly
more opposed by forces stemming from the protein matrix than the HT
mechanism. The rotation of the tyrosyl ring is strongly opposed by the
protein matrix, that solidly clasps the chromophore via numerous polar and
non-polar interactions (compare Fig. 6.1c).

Residue-wise interaction energies of MYG with the protein matrix were cal-
culated to identify residues giving rise to major energy barriers. In case
of the isomerization along R, Thr60 and His197 showed a substantial in-
crease in the interaction energy to MYG during isomerization, since their
interaction to the chromophore is transiently disruptud during the rotation
mechanism.
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As shown in Fig. 6.4, the HT mechanism, in contrast, involved remarkably
smaller forces as it impaired MYG-protein interactions only marginally. HT,
as expected, thus is suggested to be less sterically hindered, as it comprises
space-saving rotation of only the methine bridge via simultaneous rotation
of both dihedrals τ and φ. Since HT does not require the rotation of the
MYG tyrosyl moiety, the favorable π-stacking interaction with His197 is
maintained throughout the HT isomerization. Concerning the direction of
the rotation, the forces obtained from FPMD simulations suggest HTbot to
be favored over HTtop.

Here, since the simulations aimed at elucidating the role of the protein dur-
ing trans-cis isomerization, intrinsic chromophore properties are purpose-
fully not taken into account. Control simulations in water indeed show, as
expected, no preference of any of the mechanisms on the basis of forces. In
conclusion, our results suggest the space-saving HT, more specifically HTbot,
as the switching mechanism favored by the protein matrix.

6.3.2 Spontaneous chromophore isomerization

To identify the preferred pathway with respect to the intrinsic chromophore
properties, additional MD simulations of the spontaneous isomerization re-
action were performed. To this end, the excited state chromophore was
described using the semi-quantitative model specified in Section 6.2.2

With the additional kinetic energy of the chromophore stemming from relax-
ation from the Franck-Condon region, the chromophore explored the excited
state surface in all degrees of freedom including the τ and φ dihedral angles.
As shown in Fig. 6.5 (upper panel), within a time scale of 100 to 500 fs, the
chromophore in the protein spontaneously isomerized by eventually over-
coming both of the barriers. Each of the simulations showed a concerted
rotation around τ and φ corresponding to the HTbot mechanism.

The semi-quantitative nature of the approach entails an uncertainty in the
rotational energy barriers of the excited state. To account for this uncer-
tainty, simulations were repeated with the two barrier heights for rotation
around τ and φ varying between 0 and 7 kcal/mol (Fig. 6.3). Irrespective
of the barrier heights simulations yielded again exclusively HTbot as the
strictly preferred pathway. The isomerization time scales, however, varied,
but were not the point of interest here.

The protonation of the ground and excited state chromophore are both not
accessible experimentally. The results presented here were obtained for the
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Figure 6.5: Spontaneous trans-cis-isomerization during free excited state MD
simulations for the chromophore within the protein matrix (upper panel) and in
water (lower panel), monitored via the dihedral angles τ (dashed curves) and φ

(solid curves). The protein favors the HTbot mechanism, with both dihedral angles
rotating simultaneously within a narrow time frame. Simulation of protein-free
isomerization of the chromophore in water also follows HT, and both directions
(top and bottom) are observed.

zwitterionic protonation state. The corresponding anionic and neutral states
could be excluded, as they showed rapid disintegration of the hydrogen bond
network during MD simulations (see 6.2.2 for details). Another possible
protonation state with an anionic chromophore and a protonated Glu215,
thus having the same hydrogen bond network as the zwitterionic state, can
be envisaged. Spontaneous isomerization of this state yielded highly similar
spontaneous HTbot trajectories.

The HT isomerization mechanism was also observed for the chromophore in
water. However, without the restricting protein matrix, the direction of the
rotation (top or bottom) as well as time scales varied, and the torsion around
τ and φ was less correlated (Fig. 6.5, lower panel). In accordance with the
above described FPMD simulations, the spontaneous isomerizations strongly
suggest the HTbot mechanism as the pre-dominant isomerization pathway
in asFP595.

6.4 Discussion and Conclusion

Our FPMD simulations, on the basis of the involved forces, suggest the pro-
tein matrix surrounding the MYG chromophore of asFP595 to favor photo-
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induced isomerization of MYG along the hula-twist (HTbot) mechanism.
Enforcing the chromophore to isomerize via the R mechanism revealed a
substantial hindrance of the tyrosyl rotation by the protein matrix. Simu-
lations of the spontaneous isomerization of the excited state taking also the
chromophore properties into account, confirmed this finding.

On the basis of our simulation results, one can speculate that the protein
functions as a scaffold guiding the chromophore along the HTbot isomer-
ization pathway. It thereby restricts the ensemble of transition paths and
dictates the kinetics of photoswitching. Indeed, simulations of the spon-
taneous isomerization of the MYG chromophore in water yielded a more
heterogeneous picture in terms of the mechanism and time scale.

The simulations can be considered as a first step towards a rational tuning
of the spectroscopic properties, such as the quantum yield and fluorescence
life time, of asFP595 by protein engineering. A strategic modification of the
switching properties will ultimately allow for the application in cell imaging
and protein tracking with nanoscale resolution [195].

The molecular mechanical model of the excited state here was successfully
applied to study the mechanism of spontaneous isomerization. However,
the semi-quantitative description can not be assumed to accurately describe
the process in detail, including the chromophore geometry and energetics
during switching and its time scale. Hybrid quantum/molecular mechanical
simulations are required to gain further insight into the photoisomeriza-
tion, but are beyond the scope of this thesis. Open questions yet to be
addressed are the presence of a putative conical intersection and, in this
regard, the fate of the putative chromophore intermediate with both dihe-
drals twisted. Another remaining question is the reason for the fluorescent
property of the cis-conformation, i. e., the factors determining the kinetics
of back-isomerization to the off-state. The hypothesis of a proton transfer
in the on-state [192] is yet to be confirmed.
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7

Summary and Conclusion

A major goal of protein science is to explore the coupling of protein motion
and function. The underlying molecular basis in terms of protein dynamics,
however, is mostly not directly accessible by experiments. This thesis aimed
at characterizing the functional motions of three individual proteins, titin
kinase, BmPBP and asFP595, by means of molecular dynamics simulations.
Our findings were tested by and complemented experimental results, with
the final goal to contribute to the understanding of the proteins’ function
— as a putative force sensor, a ligand filter and carrier, and a molecular
switch, respectively.

Muscle protein titin kinase. Titin kinase, the enzymatic domain of the
muscle protein titin, has been proposed to function as a force sensor by un-
dergoing force-induced unfolding presumably associated with its activation.
In the first part of this thesis, the force-induced unfolding and activation
was studied by FPMD simulations. We found evidence for a sequential,
mechanically induced opening of the catalytic site, which itself is left nearly
unperturbed, as required for titin kinase activity. In the light of FPMD
simulations of other titin domains revealing an abrupt disintegration of the
domains under force, this distinctive behavior of titin kinase was unexpected.
These results strongly support the hypothesis of titin kinase as a force sen-
sor, fulfilling its function via an unfolding motion thoroughly designed to
convert mechanical load into a biochemical signal.

The FPMC simulations suggest the rupture of two terminal β-sheets as the
primary unfolding steps. The mechanically stable N-terminal β-sheet pro-
tects the active site from disintegration, while the lower mechanical strength
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of the C-terminal β-sheet facilitates the release of the auto-inhibitory tail
from the active site. The differential force resistance of the two β-sheets
thus is crucial for the titin kinase activation, and was attributed to their
contrastive topology. A simple FPMC model provided strong evidence that
the topology of the two β-sheets is indeed the dominant factor for their dif-
ferential mechanical strength. Our findings confirmed the general concept
that the mechanical stability of proteins — particularly those with mechan-
ical function — is achieved and controlled by their specific structural and
topological properties.

Additional simulations of the enforced unfolding of three titin kinase mu-
tants focussed on the structural factors determining mechanical strength.
Mutants were chosen on the basis of the unfolding mechanism suggested
by the titin kinase wild-type simulations. The mutant simulations demon-
strated that the identified stabilizing structural units do not merely con-
tribute to the force resistance of the protein in an additive manner. They
instead disclosed a more complex and highly non-local dependancy of the
mechanical properties on the structure and unfolding motion as a whole.

FPMD simulations of protein unfolding are associated with three common
problems. First, since time scales accessible to MD simulations are restricted
to tens or hundreds of nanoseconds, unfolding is enforced several orders of
magnitude faster than in experiments. Here, a range of pulling velocities
was applied to seek out those mechanistic patterns of the activation mecha-
nism that can be assumed to be also relevant under experimental conditions.
FPMC simulations of a simplified β-sheet model allowed to further extend
the accessible time scales towards those of experiments. Second, enforcing
protein motions at nanosecond time scales causes artificially high friction,
which here was reduced by two-side pulling of the titin kinase. Third, due
to the substantial change of the protein extension during unfolding, the
setup of a computationally feasible simulation system is problematic. Here,
the simulation box was kept reasonably sized by deletion of external pep-
tide fragments during pulling. Taken together, FPMD simulations, here in
conjunction with FPMC simulations, again proved particularly adequate to
assess enforced unfolding, and thereby designated themselves as a powerful
tool to study other proteins with putative force sensoring function, such
as myosin light chain kinase. Forces still remain to be compared to AFM
experiments.

Our simulations suggest titin kinase to be less force resistant than the im-
munoglobulin and fibronectin domains of titin. Titin kinase thus can be
assumed to report on mechanical load that is lower than the load causing
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irreversible unfolding of the titin molecule, as expected for a force sensor.
Further insight into the sequence of domain unfolding events and involved
forces can be gained from a simplified model of the whole titin molecule
based on data from AFM experiments and FPMD simulations. This is the
objective of future studies.

Bombyx mori pheromone binding protein. A second objective of this
thesis was to reveal the structural and dynamical properties qualifying the
olfactory protein BmPBP to function as a molecular filter and carrier for
its physiological binding partner, the pheromone bombykol. By means of
FPMD and ED simulations, two opposite ligand release pathways, along a
flexible front lid and along the termini at the back, were identified to be
equally likely. Free energy calculations supported this finding and ascribed
the major energetic barriers to the underlying protein dynamics involving
intramolecular hydrogen bond ruptures and the final loss of protein-ligand
non-polar interactions.

We concluded that the two distinct pathways are both physiologically rel-
evant, enabling BmPBP to take up and release the ligand sufficiently fast.
The two individual pathways additionally provide an increased robustness
of BmPBP towards point mutations, resulting in an increased capability to
adjust the energy landscape of binding under evolutionary pressure.

A marginal difference in the binding affinity between the similar ligands
bombykol and bombykal along with manifold, albeit restricted, binding
modes of these ligands in the BmPBP pocket were obtained from FEP cal-
culations and MD simulations of the complexes. This hints at a moderate,
yet existent ligand selectivity of BmPBP. The versatile binding cavity along
with two ligand binding pathways, allowing for the fast, tight and selective
binding, render BmPBP particularly suitable as an efficient filter and carrier
for bombykol and similar compounds.

The available experimental structures of BmPBP reveal a transition of the
protein at low pH to a remarkably different conformation associated with
a loss of bombykol affinity. How ligand release is linked to the pH-induced
transition will be addressed in further investigations.

Fluorescent protein asFP595. The fluorescence of the chromoprotein
asFP595 is reversibly switched on and off upon light-induced isomerization.
As the third contribution, this thesis aimed at clarifying the underlying
mechanism of the trans-cis isomerization reaction of asFP595. In partic-
ular, we wanted to gain insight into the influence of the protein matrix

123



7. SUMMARY AND CONCLUSION

surrounding and solidly embedding the chromophore onto the isomerization
mechanism.

In FPMD simulations, side chains in close proximity to the chromophore
were found to sterically favor the hula-twist mechanism, a mere space-saving
rotation of a ring bridging group, over the rotation of a whole tyrosyl moi-
ety during isomerization. Simulations of the spontaneous isomerization con-
firmed this finding, and yielded a mechanism in which the direction and
duration is confined and controlled by the protein. The protein environ-
ment thus has the function to guide the reaction in terms of mechanism and
kinetics.

The investigation of the three enforced processes, unfolding, ligand unbind-
ing and a photoreaction, by means of MD simulations yielded a microscopic
picture of the underlying mechanisms. By exploring the relevant regions of
the energy landscape, the simulations shed light on the molecular properties
of the protein that guide the process along the pathway as function requires.
Thus, in conjunction with results from experiments, our simulations signifi-
cantly contributed to the understanding of the respective protein function,
and the structural requirements to fulfill it.

This in turn is prerequisite for the rationally tailored modification of the
protein’s properties by genetic engineering, active compounds, and other
means, in the field of medicine, pharmacy, or biotechnology. More precisely,
potential fields of application are the therapeutic intervention in titin kinase
associated myopathies [119, 141], the targeted improvement of the photo-
switching properties of asFP595 for fluorescence imaging applications [190],
or the rational design of carriers, detergents or insecticides on the basis of
PBPs [202].

The applications of this thesis also hint at the current limits of MD sim-
ulations. First, the direct environment of the protein — apart from water
— in the cell, such as titin and myosin domains adjacent to titin kinase, or
the charged neuronal membrane close to BmPBP, was not incorporated into
the simulation setup due to the lack of computational power and structural
data. Their influence on the observed molecular mechanism and energet-
ics remains to be investigated by experiments and simulation. Second, free
energy calculations were considerably hampered by the high flexibility of
the system under investigation. Along with the access to longer simula-
tion times, an advancement in sampling techniques, such as the usage of
non-linear transition coordinates, will reduce non-equilibrium effects and
improve the accuracy of free energy estimates. Third, the potential inaccu-
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racies and limits in deriving appropriate force fields manifested themselves
in this thesis for the pheromone components bombykol and bombykal and
the ground and excited states of the asFP595 chromophore. The extended
range and longer time-scales of applications in the future will further re-
veal the shortcomings and thereby assist the ongoing development of force
fields [58], e. g., by incorporating polarizability [203], and of hybrid quantum
mechanical/molecular mechanical models [204,205].

Thus, main future challenges, among others, are to increase the accuracies
of force fields, to tackle the protein sampling problem for reliable free energy
calculations, and to simulate larger protein or protein-membrane assemblies.
Meeting these challenges requires more experimental protein structures and
further advancements in the experimental assessment of protein dynamics,
for an increasingly quantitative comparison of simulations with experiments
for validation. Single molecules will certainly play a pronounced role in this
endeavor.

Providing their comprehensive application and associated development, the
potential of molecular dynamics simulations, as demostrated in this thesis,
as a microscopic complement to experiments then will ultimately result in a
more fundamental molecular understanding of protein motion and function
and in the ability to predict and rationally modify the underlying processes.
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Appendix A
Bombykol and bombykal force field

Non-bonded parameters
atom atom type charge C6 C12

1 H 0.398 0.0 0.0
2 OA -0.548 0.0022619536 1.505529e-06
3 CH2 0.150 0.0071048041 2.5775929e-05
4 CH2 0.000 0.0071048041 2.5775929e-05
5 CH2 0.000 0.0071048041 2.5775929e-05
6 CH2 0.000 0.0071048041 2.5775929e-05
7 CH2 0.000 0.0071048041 2.5775929e-05
8 CH2 0.000 0.0071048041 2.5775929e-05
9 CH2 0.000 0.0071048041 2.5775929e-05

10 CH2 0.000 0.0071048041 2.5775929e-05
11 CH2 0.000 0.0071048041 2.5775929e-05
12 CH1 0.000 0.0037797904 1.1377129e-05
13 CH1 0.000 0.0037797904 1.1377129e-05
14 CH1 0.000 0.0037797904 1.1377129e-05
15 CH1 0.000 0.0037797904 1.1377129e-05
16 CH2 0.000 0.0071048041 2.5775929e-05
17 CH2 0.000 0.0071048041 2.5775929e-05
18 CH3 0.000 0.0099161764 3.3570436e-05

Table 7.1: Force field parameters for bombykol (I)
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Bonded parameters
Bonds
atom types b0,p1 (nm) b0,p2 (nm) fc (kJmol−1 nm−2)
1 2 0.100 0.100 1.57e+07
2 3 0.143 0.143 8.18e+06
3 4 0.153 0.153 7.15e+06
4 5 0.153 0.153 7.15e+06
5 6 0.153 0.153 7.15e+06
6 7 0.153 0.153 7.15e+06
7 8 0.153 0.153 7.15e+06
8 9 0.153 0.153 7.15e+06
9 10 0.153 0.153 7.15e+06

10 11 0.153 0.153 7.15e+06
11 12 0.153 0.153 7.15e+06
12 13 0.134 0.136 1.02e+07
13 14 0.145 0.148 0.76e+07
14 15 0.134 0.136 1.02e+07
15 16 0.153 0.153 7.15e+06
16 17 0.153 0.153 7.15e+06
17 18 0.153 0.153 7.15e+06
Angles
atom types θ0,p1 (deg) θ0,p2 (deg) fc (kJmol−1 rad−2)
1 2 3 109.5 109.5 450.00
2 3 4 109.5 109.5 520.00
3 4 5 109.5 109.5 520.00
4 5 6 109.5 109.5 520.00
5 6 7 109.5 109.5 520.00
6 7 8 109.5 109.5 520.00
7 8 9 109.5 109.5 520.00
8 9 10 109.5 109.5 520.00
9 10 11 109.5 109.5 520.00

10 11 12 109.5 109.5 520.00
11 12 13 126.0 120.0 560.00
12 13 14 126.0 120.0 560.00
13 14 15 126.0 120.0 560.00
14 15 16 126.0 120.0 560.00
15 16 17 109.5 109.5 520.00
16 17 18 109.5 109.5 520.00
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Proper dihedrals
atom types θ0 (deg) fc,p1 (kJmol−1 rad−2) fc,p2 (kJmol−1 rad−2) multiplicity
1 2 3 4 0 1.26 1.26 3
2 3 4 5 0 5.92 5.92 3
3 4 5 6 0 5.92 5.92 3
4 5 6 7 0 5.92 5.92 3
5 6 7 8 0 5.92 5.92 3
6 7 8 9 0 5.92 5.92 3
7 8 9 10 0 5.92 5.92 3
8 9 10 11 0 5.92 5.92 3
9 10 11 12 0 5.92 5.92 3

10 11 12 13 0 5.92 5.92 3
11 12 13 14 180 18.288 33.50 2
12 13 14 15 180 9.330 16.70 2
13 14 15 16 180 18.288 33.50 2
14 15 16 17 0 5.92 5.92 3
15 16 17 18 0 5.92 5.92 3

Table 7.2: Force field parameters for bombykol (II)
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Non-bonded parameters
atom atom type charge C6 C12

1 O -0.380 0.0022619536 1.5055290e-06
2 CH1 0.380 0.0037797904 1.1377129e-05
3 CH2 0 0.0071048041 2.5775929e-05
4 CH2 0 0.0071048041 2.5775929e-05
5 CH2 0 0.0071048041 2.5775929e-05
6 CH2 0 0.0071048041 2.5775929e-05
7 CH2 0 0.0071048041 2.5775929e-05
8 CH2 0 0.0071048041 2.5775929e-05
9 CH2 0 0.0071048041 2.5775929e-05

10 CH2 0 0.0071048041 2.5775929e-05
11 CH1 0 0.0037797904 1.1377129e-05
12 CH1 0 0.0037797904 1.1377129e-05
13 CH1 0 0.0037797904 1.1377129e-05
14 CH1 0 0.0037797904 1.1377129e-05
15 CH2 0 0.0071048041 2.5775929e-05
16 CH2 0 0.0071048041 2.5775929e-05
17 CH3 0 0.0099161764 3.3570436e-05

Table 7.3: Force field parameters for bombykal (I)
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Bonded parameters
Bonds
atom types b0 (nm) fc (kJmol−1 nm−2)
1 2 0.123 1.66e+07
2 3 0.153 7.15e+06
3 4 0.153 7.15e+06
4 5 0.153 7.15e+06
5 6 0.153 7.15e+06
6 7 0.153 7.15e+06
7 8 0.153 7.15e+06
8 9 0.153 7.15e+06
9 10 0.153 7.15e+06

10 11 0.153 7.15e+06
11 12 0.134 1.02e+07
12 13 0.145 0.764e+07
13 14 0.134 1.02e+07
14 15 0.153 7.15e+06
15 16 0.153 7.15e+06
16 17 0.153 7.15e+06
Angles
atom types θ0 (deg) fc (kJmol−1 rad−2)
1 2 3 125.0 685.00
2 3 4 109.5 520.00
3 4 5 109.5 520.00
4 5 6 109.5 520.00
5 6 7 109.5 520.00
6 7 8 109.5 520.00
7 8 9 109.5 520.00
8 9 10 109.5 520.00
9 10 11 109.5 520.00

10 11 12 126.0 560.00
11 12 13 126.0 560.00
12 13 14 126.0 560.00
13 14 15 126.0 560.00
14 15 16 109.5 520.00
15 16 17 109.5 520.00
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Proper dihedrals
atom types θ0 (deg) fc (kJmol−1 rad−2) multiplicity
1 2 3 4 0 1.00 6
2 3 4 5 0 5.92 3
3 4 5 6 0 5.92 3
4 5 6 7 0 5.92 3
5 6 7 8 0 5.92 3
6 7 8 9 0 5.92 3
7 8 9 10 0 5.92 3
8 9 10 11 0 5.92 3
9 10 11 12 0 5.92 3

10 11 12 13 180 18.288 2
11 12 13 14 180 9.330 2
12 13 14 15 180 18.288 2
13 14 15 16 0 5.92 3
14 15 16 17 0 5.92 3

Table 7.4: Force field parameters for bombykal (II)
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