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1 Introduction

Bacteriostatic antibiotics do not actively kill bacteria, they prevent their growth. A
common target for this type of antibiotic is the translation process. During trans-
lation, genetic information is decoded and used as a blueprint by the ribosome to
synthesize proteins. Without the capability of producing new proteins, the natural
decay of existing ones kills the bacterium.
Kirromycin is a bacteriostatic antibiotic. It was first extracted from Streptomyces
collinus in 1972[48]. Two years later it was shown that it binds to Elongation Factor
Tu (EF-Tu) and causes translation to shutdown by preventing EF-Tu from disas-
sociating from the ribosome[49]. EF-Tu’s main task during translation is to deliver
aminoacyl-tRNA, carriers of the building blocks from which proteins are formed,
to the ribosome. After the discovery of kirromycin’s binding site[1], it was quickly
proposed to hinder EF-Tu’s dynamics, preventing it from changing its conformation
from GTP to GDP state.
Although the overall motion prevented by kirromycin is known, the molecular mech-
anism of this hinderance is less clear. MD simulations with their unique ability to
study the dynamics of proteins on atomistic scales, without being limited by exper-
imental constraints like measuring dead times during sample preparation, will be
used to test if kirromycin does hinder the dynamics, and if so in what way.

1.1 Biological Background

1.1.1 Ribonucleic acid

Ribonucleic acid (RNA) is a polymer of nucleotides, and is one of the major macro-
molecules comprising all cells, along with DNA, proteins, lipids and carbohydrates.
RNA can form versatile structures and perform various functions in a cell. Struc-
turally, nucleotides are build of a ribose and phosphate backbone to which one of
four bases is bound[18] (see figure 1.1a). These bases are guanine, adenine, cytosine
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1 Introduction

(a) RNA primary structure consists of sev-
eral ribose molecules bound to a base
chained together. The sequence of the
bases defines the primary structure.

(b) Secondary structure describes the in-
teraction of the bases of a sin-
gle RNA strand between each other.
Depicted is the anticodon stem-loop
of T.thermophilus encoding lysine[12].
The anticodon is colored in green.

Figure 1.1: Primary and secondary structure of RNA are depicted.

and uracil. Uracil is the unmethylated form of thymine, the fourth base found in
DNA. A major task of RNA is the encoding of genetic information to be trans-
lated into a protein (see section 1.1.2) by the ribosome (see section 1.1.3). During
translation alone, three types of RNA are used: the messenger RNA (mRNA) that
contains the genetic information, the transfer RNA (tRNA) that binds to an amino
acid, the building blocks of proteins, and the ribosomal RNA (rRNA) which forms
the ribosome, the molecular machine in which the amino acids are linked together.
While all these forms of RNA are build from the same four ribose-bound nucleic
acids, they differ in their structure. RNA structure is generally described by pri-
mary and secondary structure (see figure 1.1). This structure is essential for the
RNAs function. For example, an anticodon is a three nucleotides long sequence that
matches the codon of the mRNA, which encodes the information which amino acid
should be incorporated next, during protein translation. The anticodon stem-loop
of tRNA is depicted in figure 1.1b, its secondary hairpin structure stabilizes the po-
sitions of the anticodon bases. A stable three dimensional structure is important for
the tRNA and the anticodon because to translate the genetic code it has to precisely
positioned in order to base pair with an mRNA nucleotide triplet (codon).
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1.1 Biological Background

1.1.2 Proteins

Proteins are long chains of amino acids performing a wide variety of functions in
cells. Amino-acids are organic molecules which all share a common backbone (see
figure 1.2), which can attach to other amino acids by peptide bond formation. Like
the base of RNA, differences in amino acids occur in their residue, which defines
chemical and physical properties. Twenty different types of amino acids are known
to be coded by mRNA codons and are generally classified by their properties into
nonpolar and polar, and the latter into charged and uncharged polar amino acids.
In all organisms, proteins perform essential functions like the oxygen transport of
hemoglobin in mammals. To perform these functions, the structure of a protein is im-
portant.

Figure 1.2: Chemical structure
of a protein back-
bone. (a) shows a
single amino acid,
(b) three amino acids
connected through
peptide bonds.

This protein structure is described by four lev-
els, the first two of which are equivalent to the
primary and secondary structure of RNA.
The primary structure is the amino acid se-
quence they consist of. It is stabilized by the
covalent peptide bonds.
In the secondary structure information about
the local arrangement of the amino acids is con-
tained. The most common motives are helices
and β-sheets (see figure 2.2). These two struc-
tures are formed by hydrogen bonds of the back-
bones of the amino acids.
Tertiary structure describes the three dimen-
sional folding of the local arrangement. There
are various interaction types that change the
free energy landscape this folding takes place in.
Molecules not part of the amino acid sequence, for example ions, can also physically
bind to the protein and have an effect on the structure.
Proteins structure can often be separated into different domains of a single strand
of amino acids, larger proteins can also consist of multiple subunits that are non-
covalently bound (e.g. hemoglobin, which consists of 4 such subunits). The orienta-
tion of these domains and subunits against each other is called quaternary structure
(see figure 1.5 for an example).
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APE

EF-Tu

aa
tRNA50S

30S

mRNA

Figure 1.3: Shown is a schematic 70S ribosome. It consists of two subunits, the
mRNA containing 30S and the 50S subunit, which contains the PTC.
The depicted state is after codon recognition during elongation but be-
fore GTPase activation.

1.1.3 Ribosome

The ribosome is a molecular machine that produces proteins by catalysing peptide
bond formation of amino acids. Amino acids are selected by matching of the anti-
codon, found on the tRNA carrying the amino acid, to the codon of the mRNA. The
bacterial ribosome consists of three rRNAs, but also contains 54 proteins[47]. Most
ribosomal proteins are located on the surface while the rRNA forms a core which
contains the tRNA binding site and the catalytic site. The ribosome is composed
of two subunits (a sketch is in figure 1.3), the large and the small subunit, or 50S
and 30S subunit for bacterial 70S ribosomes. 1. The mRNA lies in the small
subunit, which is associated with ensuring correct codon-anticodon pairing while
the large subunit contains the peptidyltransferase center (PTC) and is responsible
for extending the amino acid chain. In between the two subunits are the Aminoacyl,
Peptidyl and Exit sites in which the tRNAs are bound.
Bacterial translation is divided into three separate phases,

1. initiation: the ribosome assembles around the mRNA, the initiator tRNA is
incorporated in the P-site over the start codon,

2. elongation: the nascent chain is extended by repeatedly adding amino acids
to it by a cycle of decoding the mRNA, peptide-bond formation between the
nascent chain and the amino acid of the tRNA in the A-site and translocation,
and

1S is here the unit Svedberg, a unit for the sedimentation coefficient.
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1.1 Biological Background

Figure 1.4: The elongation cycle is sketched. For a description see section 1.1.3.

3. termination: in the A-site the mRNA codon is a stop codon, the nascent chain
is then cleaved from the P-site tRNA and the synthesized protein leaves the
ribosome, which disassembles.

Elongation

Elongation is a three step cycle that adds a single amino acid to the nascent chain
per repetition (figure 1.4). It occurs after initiation and continues until the mRNA
codon in the A-site is a stop codon.
During the first step, decoding, an aminoacyl-tRNA in complex with EF-Tu is in-
serted into the A-site. If the anticodon of the tRNA does not match the mRNA
codon, the tRNA ·EF-Tu complex leaves the ribosome again. This process has error
rates of around 1 in 104, these low error rates are achieved through free energy differ-
ences between correct and wrong codon-anticodon pairings, kinetic proofreading[10]
and an accelerated GTP hydrolysis rate of EF-Tu for correct pairings[16]. After ini-
tial binding of the EF-Tu·tRNA complex the tRNA is distorted so that it can interact
with EF-Tu and the decoding center of the 30S subunit at the same time[37]. Cor-
rect codon recognition is transmitted to EF-Tu, which could causes conformational
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changes which trigger GTP hydrolysis.[36]. EF-Tu is released from the ribosome
and the tRNA fully accommodates into the A-site.
The ribosome catalyses the peptide bond formation between the nascent chain bound
to the P-site tRNA and the amino acid on the A-site tRNA by a factor of 107[39],
compared to non catalysed peptide bond formation. Peptide bond formation also
transfers the nascent chain to the A-site tRNA. The parts of P and A-site tRNA
embedded in the 50S subunit spontaneously assume hybrid states between P/E and
A/P site. Elongation Factor G facilitates translocation, leading to a change also
with respect to the 30S subunit[29]. This leaves the ribosome in a post-initiation
state, from which the elongation cycle is repeated until a stop codon is reached on
the mRNA.

1.1.4 Elongation Factor Thermally unstable

Elongation Factor Thermally unstable (EF-Tu) is facilitating aa-tRNA binding to
the A-site of the ribosome during the decoding step of elongation. It is one of
the most plentiful proteins in bacteria (making up 5-11% of protein numbers in E.
Coli[]) and highly conserved across different species[46]. EF-Tu consists of three
domains and around 390 amino acids, depending on the species (393 for E. Coli).
The amino acid numbering for E. Coli EF-Tu will be used in this work. The GTP
binding domain 1 is the largest with around 200 amino acids, the other two are both
close to 100 amino acids long. Domain 1’s structure is common for GTP binding
domains with six β-sheets surrounded by six α-helices. The domain also contains
the switch regions consisting of switch 1 and switch 2, both of which are thought
to be important for tRNA and ribosome interactions. Switch 1 consists, in GTP
conformation, of two α-helices, the second of which is close to the 3’ end of the tRNA.
After GTP hydrolysis the domain undergoes large conformational changes, including
the secondary structure of the switch regions[2][37]. In the GTP conformation, the
tRNA is bound to EF-Tu through interactions with all three domains. The amino
acid of the aa-tRNA sits in a pocket between domain 1 and 2 formed by His66

and Glu229[33]. Different other interactions are present, depending on the amino
acid. Residues 229-236 and 272-277 form a pocket in which the 3’ end of the tRNA
binds. The 5’ end binds in the junction of all three domains, interacting closely
with residues 55-59, parts of the switch 1 loop. It further interacts with the residues
85-88, 90+91, 300-303 and 346-348[33].
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1.1 Biological Background

Domain 1

Domain 3

Domain 2

switch 1

GDP

Kirromycin

Figure 1.5: Structure of EF-Tu in complex with GDP and kirromycin[13] depicted
as ribbons. The structure is coloured according to the domains with the
switch 1 loop highlited in orange.
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Figure 1.6: The mechanism of EF-Tu dependant aa-tRNA binding to the ribosome
is sketched.

Function during decoding

EF-Tu helps with incorporation of aa-tRNA into the A-site and is also involved
with ensuring high translational accuracy (compare [35]). aa-tRNA binding of EF-
Tu is specific to cognate amino acid and tRNA pairs. Misacylated tRNAs where
the amino acid is smaller than the cognate one bind poorly to EF-Tu, and are likely
released from EF-Tu before they are inserted into the ribosome[26]. The first step
of decoding is the initial binding of the ternary complex of EF-Tu · tRNA ·GTP to
the ribosome. This is facilitated by the stalk on the 50S subunit formed by pro-
teins L7/12 interacting with EF-Tu[24]. tRNA out of complex binds at a far slower
rate[10]. Afterwards codon recognition occurs, through a number of intermediate
states, forming a contact between codon and anticodon and rearranging the 16S
rRNA[34]. The rate of codon recognition is similar for cognate and near-cognate
codon-anticodon pairs, however mismatched pairs have a higher rate of disassocia-
tion. For GTPase activation, the aa-tRNA is moved further into the A-site into a
strained conformation[10] until 30S subunit closes, bringing its shoulder into closer
contact with EF-Tu. The aa-tRNA is overall in a more open conformation, stabilized
by interactions with both EF-Tu and the ribosome[40]. Also, the sarcin-ricin loop
(SRL) has been shown to drive His84 spontaneously into the correct conformation
for GTPase activation[45]. These changes lead to a distortion of the 3’ end of the aa-
tRNA, disrupting its interactions with the switch 1 loop[37]. It has been suggested
that this lowered interaction could cause the switch 1 loop to open up and by this
lead to a conformation change in the switch 2 region which gives catalytic residue
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1.1 Biological Background

His84 access to GTP. His84 has been suggested to catalyse GTP hydrolysis by forming
hydrogen bonds to water and/or the γ-phosphate. It has been shown that His84 can
not act as a general base and has to be protonated, explaining the pH dependence of
hydrolysis [45]. The conformations of the switch 1 and 2 loops during hydrolysis are
stabilized by interactions with the sarcin-ricin loop (SRL) of 23S rRNA[35]. Phos-
phate release is followed by large scale conformational changes of EF-Tu and tRNA
accommodation. Recent findings show that EF-Tu’s presence drives the aa-tRNA
into a partially accommodated intermediate (elbow-accommodated) state, with its
dynamics increasing the rate further[30]. Crystal structures of EF-Tu containing
GDP show that domain 1 of EF-Tu rotates against against domains 2 and 3 by
around 100Â° compared to a GTP state. This motion has been suggested to cause
EF-Tu release from the aa-tRNA and the ribosome, as it would disrupt the interac-
tions between domain 1 and the SRL as well as the switch 2’s interaction with the
3’ end of the aa-tRNA[37].

1.1.5 Kirromycin

Kirromycin (C43H60N2O12) is an antibiotic that binds to EF-Tu between domains
1 and 3 (see figure 1.5). Its structure consists of a 2-, 5-substituted 3-4 dihydrox-
ytetrahydrofurane ring, a pyridone ring system, and a goldinoic acid, connected
via two series of double conjugated bonds (see [27]). It has a very narrow an-
tibacterial spectrum[48] limited by membrane selectivity, showing little to no effect
on Escherichia Coli cells while inhibiting protein synthesis heavily in cell extract.
Kirromycin binds to EF-Tu on residues 120, 124, 160, 316 and 375[1][28]. In the
presence of kirromycin binding of the ternary complex to the ribosome is not inhib-
ited, and GTP hydrolysis rates are increased. After hydrolysis however EF-Tu is
not released from the ribosome, blocking peptide-bond formation as the aa-tRNA
can not fully accommodate. As GTP hydrolysis is a non reversible step, the ternary
complex can not dissociate from the ribosome either, halting protein synthesis on
the affected ribosome completely. Kirromycin functions by preventing the confor-
mational change of EF-Tu from its GTP to the GDP state[31]. The mechanism of
how it prevents this change is not fully understood.
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2 Methods

2.1 Molecular Dynamics Simulations

Molecular dynamics (MD) simulations are a tool to study molecular systems on an
atomistic length scale, and femto- to millisecond timescale[21]. These timescales
allow kirromycin’s effect on the dynamics of EF-Tu to be studied on timescales
experimentally not accessible. Crystallography can achieve time resolution of 150
ps[38], but this requires the process to be able to occur in crystalline state and also
that it is possible to trigger this process after crystallization. Cryo-EM can also
resolve structures time-wise, however the shortest dead-time between sample prepa-
ration and freezing is on the order of 1-10 milliseconds[14]. Short lived intermediate
states occurring during this time can currently only be observed by MD simulations.
To be able to access these timescales, in an MD simulation Newton’s equations of
motion are solved numerically for the system repeatedly.

2.1.1 Equations of motion

A system of atoms is completely described by the time-dependent Schrödinger equa-
tion:

i~
∂

∂t
Ψ(r

¯
;R
¯

) = H ·Ψ(r
¯
;R
¯

) (2.1)

with electron positions r
¯
and nuclei positions R

¯
. This equation is not analytically

solvable for systems larger thanH+
2 , and computationally too expensive to integrate,

as the wave function would have to be integrated for every point in the definition
space. Therefore, in order to study protein dynamics, approximations and assump-
tions have to be made:

• The electrons motion is fast compared to the nuclei motion, so that for the
motion of the nuclei the electrons are in ground state configuration. This allows
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2 Methods

the separate calculation of electron and nuclei motion (Born-Oppenheimer
approximation),

• the nuclei motion can be described classically, and

• the groundstate energy of the electrons can be described by a force field,
composed of multiple empirical functions.

Born-Oppenheimer approximation

The Born-Oppenheimer approximation assumes that the electron’s motion is fast
enough compared to the motion of the nuclei, so that the electrons can be thought
of as instantaneously relaxing into the ground-state for the given nuclei positions.
Then the electrons ground-state energies can be calculated at fixed nuclei posi-
tions as a solution to the time-independent Schröedinger equation. This allows the
wave function Ψ(r

¯
, R
¯

) to be written as a product of the wave functions of electrons
ψe(r¯

;R
¯

), which is a wave function of the r
¯
with the R

¯
only as parameter, and nuclei

ψn(R
¯

)(see [11]):

Ψ(r
¯
, R
¯

) = ψe(r¯
;R
¯

) · ψn(R
¯

). (2.2)

Given this product, the Schrödinger equation can be separated into two parts, one
for each wave function:

He(r¯
;R
¯

)ψe(r¯
;R
¯

) = Ee(R¯
)ψe(r¯

;R
¯

) (2.3)

i~
∂

∂t
ψn(R

¯
) = (Tn + Ee(R¯

))ψn(R
¯

)., (2.4)

where Ee(R¯
) is the ground-state energy of the electrons for given nuclei positions.

Eq. 2.3 can not be solved numerically in reasonable time for proteins since the
amount of electrons and as such the search space for the minimum of energy is too
large. Equation 2.4 can not be numerically solved in sufficient time either, because
it still requires integrating the wave function on the whole phase space. Therefore
further simplifications are necessary.

Classical mechanics for motion of nuclei

A quantum mechanical description for the nuclei (eq. 2.4) is not feasible. An ad hoc
solution is to describe the nuclei motion classically, replacing the time-dependent
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2.1 Molecular Dynamics Simulations

Schrödinger equation with Newtons law of motion. For each nucleus i with mass mi

and position vector Ri we then have to solve

mi
d2

dt2Ri = Fi = −∇iEe(R1, ..., RN),

where Ee is the groundstate energy of the electrons.

Force Field

The groundstate energy Ee of the electrons required in equation 2.5 is computa-
tionally very expensive to calculate for proteins. Instead a force field Ve is used
to describe the interactions. The force field is derived empirically[17] as a sum of
bonded Vbonded and non-bonded Vnonbonded interactions (see figure 2.1) and a term
Vother, which denotes force field specific corrections:

Ve = Vbonded + Vnonbonded + Vother

Vbonded =
∑
bonds

Kb(b− b0)2 +
∑
angles

Kθ(θ − θ0)2 +
∑

dihedrals

Kχ(1 + cos(nχ− σ))

Vnonbonded =
∑

nonbonded pairs ij

εij
(Rmin,ij

rij

)12

− 2 ·
(
Rmin,ij

rij

)6
+ qiqj

rij


The first term of Vbonded is the potential used to model direct (i.e. chemical)

bonds between two atoms A and B (also called 1,2 interactions). This model is a
harmonic potential with distance between the centers of A and B b, a minimum
at b0 and spring constant Kb, both of which are defined by the types of the two
atoms involved and derived from experiments and quantum chemical calculations
(see [32]). The second term describes the contribution from triplets, A bound to B
and B bound to C. θ is the angle between A and C (see figure 2.1 (b)), the potential
is also harmonic, with a minimum at θ0 and a spring constant Kθ. In the last term
the interaction between 4 atoms, where A is bound to B, B bound to C, and C
bound to D, are described by their dihedral angle χ. The dihedral formed by these
atoms is periodic in χ, a cosine is used to describe it. σ describes the position in
which the energy is maximized, Kχ scales the potential. The 1 is added so that the
energy is always non-negative.
The non-bonded interactions are not calculated for pairs of atoms interacting in
either 1,2 or 1,3 interactions. As the potentials are already modeled to fit spec-
troscopic and quantum-mechanical data, i.e. bond lengths and angles, they are
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- +

bonded interactions

non-bonded interactions

(a) (b) (c)

(d) (e)

b− b0

θ − θ0

nχ− σ

ri,j

Figure 2.1: Types of interactions included in force fields. (a) represents bond, (b)
angle, and (c) dihedral interactions. (d) is the coulomb interaction and
(e) the Pauli repulsion and Van-der-Waals forces
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2.1 Molecular Dynamics Simulations

sufficient. Adding non-bonded interactions to them would require changing the pa-
rameters of the bonded interactions to compensate, so that including them would
not improve accuracy. With 1,4 interactions the non-bonded terms are calculated
with adjusted parameters (see [32]). For the non-bonded interaction of atoms i and
j in a distance of rij a Lennard Jones potential with a minimum at Rmin,ij and a
minimum of the energy εij is used to approximate van der Wals interactions and the
Pauli repulsion.
Furthermore, Coulomb interactions for the partial charges of the atoms qi and qj

are added. Since the number of non-bonded atom pairs is far larger than bonded
pairs, calculation of Vnonbonded makes up most of the computational effort. Therefore,
the short range Lennard-Jones term usually is only calculated for atoms within a
certain cut off distance.

2.1.2 Integration of Newton equations for the nuclei

In this work integration is done with the Verlet-Algorithm([43]) as it is implemented
in GROMACS 5.1, a program package designed for MD simulation and analysis of
biophysical systems[4] which was used for all simulations in this work.
The Verlet-Algorithm uses forces F (t) and velocities v(t) to calculate the velocities
at time t+ ∆t

2 , where ∆t is the timestep used:

v(t+ ∆t
2 ) = v(t) + ∆t

2mF (t).

This velocity is then used to update positions R(t) and velocities at time t+ ∆t:

R(t+ ∆t) = R(t) + ∆t · v(t+ ∆t
2 )

v(t+ ∆t) = v(t+ ∆t
2 ) + ∆t

2mF (t+ ∆t)

Thermodynamic ensemble

The natural ensemble for a cell is at constant pressure and constant temperature.
Single water molecules being inserted or removed from the simulation box will not
have an impact on the protein dynamics, and a single copy of the ribosomal com-
plex or EF-Tu will be simulated. Therefore constant particle numbers are used and
the simulation will use an isothermic-isobaric ensemble (NPT). As the Verlet inte-
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2 Methods

gration is symplectic, the energy drift experienced in numeric integration is small
compared to non-symplectic integrators (e.g. Runge-Kutta)[15]. These small errors
still have to be dealt with. Therefore all velocities are scaled by Berendsen Temper-
ature coupling[8] each integration step, dependent on target temperature T0, current
temperature T , time step ∆t, and coupling constant τT .

λ =
√

1 + ∆t
τT

(
T0

T
− 1

)
(2.5)

vscaled = v · λ (2.6)

Additionally, to achieve a constant pressure, Berendsen pressure coupling[8] is
used. It scales the simulation box size and the positions of all atoms by a factor µ,
which depends linearly on the target pressure P0, current pressure P (see [42]), and
coupling time constant τP and isothermal compressibility κ

µ = 1− ∆t
τP
κ(P0 − P ). (2.7)

2.2 Secondary Structure Analysis

The secondary structure of EF-Tu’s switch 1 loop is important for its function
and can change during dynamics. To determine the secondary structure from our
simulations, here we have used the DSSP(Define Secondary Structure of Proteins)
algorithm[20] as implemented in GROMACS 5.1, which assigns 8 different struc-
tures. DSSP determines if the CO group of amino acid i and the NH group of
amino acid j form a hydrogen bond by calculating the electrostatic interaction E

with assumed partial charges of −0.42 e and 0.2 e, respectively,

E = 0.084 ·
(

1
r(OiNj)

+ 1
r(CiHj)

− 1
r(OiHj)

− 1
r(CiNj)

)
· 332 kcal

mol , (2.8)

with r(OiNj) being the distance between the two atoms. Is E below −0.5 kcal
mol , the

hydrogen-bond is considered to be formed. The patterns of formed bonds and the
angles between carbon atoms are then used to determine the secondary structure,
some of which are displayed in figure 2.2.
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2.3 Root Mean Square Deviation

-N-C-C--N-C-C--N-C-C--N-C-C--N-C-C--N-C-C-
H   O  H   O  H   O  H   O  H   O  H   O   

-N-C-C--N-C-C--N-C-C-
 H   O  H   O  H   O  

 H   O  H   O  H   O 
-N-C-C--N-C-C--N-C-C-

-N-C-C--N-C-C--N-C-C--N-C-C--N-C-C--N-C-C-
H   O  H   O  H   O  H   O  H   O  H   O   

(a)

(b)

(c)
Figure 2.2: Three of the patterns used to distinguish secondary structure in the

DSSP algorithm. (a) shows a 4-turn, (b) an α-helix which consists of
consecutive 4-turns, and (c) shows a parallel β-bridge which is one of
two basic structures a β-sheet can consist of. β-sheets are formed by
(anti)parallel β-bridges that are connected by a shared residue. Figure
taken from [20].

2.3 Root Mean Square Deviation

The conformation changes EF-Tu undergoes are large and complex. To moni-
tor these changes relative to experimental structures, root mean square deviation
(RMSD) was used. To calculate it, both structures are first fitted onto a reference
structure. The (mass-weighted) RMSD is then calculated as

RMSD =
√

1∑
imi

∑
imi · (~xi,1 − ~xi,2)2

N
, (2.9)

where i goes over all atoms.

2.4 Principal Component Analysis

To determine whether kirromycin affects the functional motions of EF-Tu in a GT-
Pase activated state, we want to identify these motions in the trajectories. Doing
this by visually inspecting the trajectories is often difficult, because MD trajectories
also contains high-frequency thermal vibrations which obscure the functional mo-
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2 Methods

Figure 2.3: A data set with two bases, in black the base in which the data was
generated, and in blue the base constructed by a PCA with vectors
scaled according to the variance of the data along them.

tions. Functional motions are often large-scale, collective motions of the atoms of
the protein. Therefore we separate the trajectory into linear, collective motions that
describe as large as possible parts of the atom movement, i.e. maximize the variance
along them. These motions are called principal moments. This process is sketched
in figure 2.3. Principal moments are obtained by solving the eigenvalue problem of
the covariance matrix[4] Σ of the vector R

¯
containing all atomic coordinates, with

the entries

Σij = COV(Ri, Rj) =< Ri ·Rj > − < Ri >< Rj > . (2.10)

Since this matrix is symmetric, square, and positive-semidefinite, it can always be
transformed into a diagonal matrix:

XTΣX =


λ1 0 0 ...

0 λ2 0 ...

...

 (2.11)

where X is a matrix composed of the eigenvectors of Σ, and λi the eigenvalue
corresponding to the ith eigenvector. This yields not only the largest variance
principal moment, but also all others. The eigenvectors of Σ are the principal
moments, their corresponding eigenvalue the variance along them. Transforming
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2.5 Sequence Alignment

simu  1    SKEKFERTKPHVNVGTIGHVDHGKTTLTAAITTVLAKTYGGAARAFDQIDNAPEEKARGITINTSHVEYDTPTRHYAHVD  80
1ob2  1    AKEKFERTKPHVNVGTIGHVDHGKTTLTAAITTVLAKTYGGAARAFDQIDNAPEEKARGITINTSHVEYDTPTRHYAHVD  80
1dg1  1    KPHVNVGTIGHVDHGKTTLTAAITTVLAKTYGGAARAFDQIDNAPEEKARGITINTSHVEYDTPTRHYAHVDCPGHADYV  80
4v5q  1    AKGEFVRTKPHVNVGTIGHVDHGKTTLTAALTYVAAAENPNVINTAHVEYETAKRHYSHVDCPGHADYIKNMITGAAQMD  80  

simu  1    SKEKFERTKPHVNVGTIGHVDHGKTTLTAAITTVLAKTYGGAARAFDQIDNAPEEKARGITINTSHVEYDTPTRHYAHVD  80
1ob2  1    AKEKFERTKPHVNVGTIGHVDHGKTTLTAAITTVLAKTYGGAARAFDQIDNAPEEKARGITINTSHVEYDTPTRHYAHVD  80
1dg1  1    --------KPHVNVGTIGHVDHGKTTLTAAITTVLAKTYGGAARAFDQIDNAPEEKARGITINTSHVEYDTPTRHYAHVD  72
4v5q  1    AKGEFVRTKPHVNVGTIGHVDHGKTTLTAALTYVAAAENPNV-------------------INTAHVEYETAKRHYSHVD  61

Figure 2.4: Sequence alignment for the first amino acids of EF-Tu. Second and last
column are the first and last amino acid of the structure shown respec-
tively. On the top are the unaligned structures displayed in FASTA
coding. The bottom shows the alignment with regions of high conserva-
tion in red. The first row is the structure used for simulation, the other
rows are crystal structures.

the data into this basis yields the principal components P
¯
:

P
¯

= X t · (R
¯
− < R

¯
>). (2.12)

2.5 Sequence Alignment
Although EF-Tu is highly conserved across species, its amino acid sequence is not
exactly the same in all of them. Further, experimental structures sometimes are lack-
ing parts of the molecule because they were not resolved well. To compare structures
with a PCA it is necessary that they only contain matching atoms. Comparing the
MD simulations to experimental structures therefore requires that residues missing
in one of the structures are removed from the other structures until the biggest
common structure remains. Mismatching side groups have been ignored as only the
backbone of the amino acids was used for the PCA. Finding the amino acids that
need to be removed is done by aligning the sequences. Here, BLASTs[5] protein
alignment tool[6] has been used to this goal. Part of such a result is shown in fig-
ure 2.4. If any of the structures shows a gap (denoted by "-") at a position, the
amino acids at this position are not taken into account for the PCA.

2.6 Umbrella sampling
The conformation of EF-Tu differs drastically between GTP and GDP state. The
simulated EF-Tucryo−EM ·GDP complex is expected to change from the kirromycin
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(a) Sketch of a possible umbrella sampling to calcu-
late the free energy landscape between A and B.
In red is the reaction coordinate along which a
biasing potential is applied. Green shows a pos-
sible trajectory.
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(b) Sketch of a free energy profile
along the reaction coordinate.
Shown in blue are the biasing
potentials. The potential the
system experiences is the sum
of both free energy landscape
and biasing potential. Moving
the biasing potential can then
be used to guide the system
across free energy barriers.

induced GTP-like conformation to the GDP one. If this change is not observed,
simulation time could either be too short, or the change could be obstructed by
large free energy barriers. The existence of such barriers could, depending on the
barrier height, indicate that this change occurs in vivo only efficiently in the ternary
complex of EF-Tu, ribosome and tRNA. To calculate the free energy landscape
between two structures, Umbrella sampling will be used here.
The free energy F can be calculated from the partition function Z as(compare [22])

F = − 1
β
ln(Z), (2.13)

with β = 1
kBT

with Boltzmann constant kB and temperature T . To calculate the free
energy landscape along a reaction coordinate ξ (for example the difference vector
between the two structures, see figure 2.5b), one therefore has to find a way to solve

Z(ξ) =
∫
exp (−βE(x)) δ (ξ(x)− ξ) dNx∫

exp (−βE(x)) dNx (2.14)

The partition function could be calculated from the simulated data directly if
simulation times were infinite. As the systems are ergodic, the partition function
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2.6 Umbrella sampling

could be obtained by using the time-average of the simulation instead of integrating
over the whole conformation space. With finite simulation times however, regions of
phase space obstructed by a large energy barrier are often times not sampled at all,
and regions with high energy sampled insufficiently to model the energy landscape.
To still obtain the free energy landscape, a biasing potential is applied that guides the
system into the undersampled regions. This potential is applied along the reaction
coordinate which starts with its minimum at the start structure and slowly moves
towards the desired end structure.
Retrieving the unbiased free energy difference from a biased partition function is
achievable, since the bias term f(ξ) is purely additive :

Ebias(x) = E(x) + f(ξ) (2.15)

So the biased partition function Zbias(ξ) is simply

Zbias(ξ) =
∫
exp (−β(E(x) + f(ξ(x)))) δ(ξ(x)− ξ)dNx∫

exp (−βE(x) + f(ξ(x))) dNx , (2.16)

and the unbiased Z(ξ) is simply (compare equations 2.16 and 2.14)

Z(ξ) = Zbias(ξ) · exp (−βf(ξ)) · < exp (−βf(ξ)) >ξ (2.17)
⇒ F (ξ) = −kBT (ln(Zbias(ξ)) + ln(< exp (−βf(ξ)) >))− f(ξ) (2.18)

Since the error of the approximated landscape is inversely dependent on the sam-
pling, from the guided trajectory several snapshots are taken and simulated with
the bias potential at a fixed position. The snapshots are chosen such that their
trajectories, when projected onto the reaction coordinate, overlap. These snapshots
are then analysed with WHAM (see [25]).
Umbrella sampling hinges on choosing a suitable biasing potential. Imposing artifi-
cial restrictions on a system can lead to unphysiological conformation changes. Too
few restrictions, and the system will not necessarily reach the intended conforma-
tion. The pulling coordinate chosen here is the difference vector of two structures
in conformational space.
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2.7 System Set-up
For all simulations the AMBER99SB (see [19]) force field has been used with the
SPC/E[7] [9] water model. The target temperature for coupling is 300 K, and target
pressure is 1 atm, τT = 0.1 ps and τp = 1 ps. A dodecahedral simulation box with
periodic boundary conditions was used. An ionic concentrations of 7 mMmagnesium
chloride and 150 mM potassium chloride was reached by replacing water with the
GROMACS program GENION, making sure the total charge of the system is zero.
The cut-off range for the Lennard-Jones potential used was 1 nm. The simulations
were carried out in 5 steps:

1. position restraints put on all atoms that are not part of the solvent and are
not hydrogen

2. energy minimization, using steepest descent, the maximum accepted force was
0.01 J

mol·nm ,

3. simulated with position restraints in place for 50 ns,

4. release of the position restraints over 20 ns (force constant decreased linearly),

5. simulation time of 2µs.

Using these steps, overall ten 2 µs long simulations of EF-Tu have been analysed.

2.7.1 Ribosomal simulations

Two simulations, each 2µs long, of the whole ribosome with EF-Tu on it have been
analysed for this work. They have not been executed in the scope but been provided
by Lars V. Bock (see [13]). The cryo-EM structures (PDB code 5AFI) are of the
whole ribosome in complex with EF-Tu and kirromycin. As the switch 1 loop is very
flexible and was badly resolved, for the simulations it has been modeled in using
crystal structures of EF-Tu with tRNA and kirromycin in solution. For one of the
simulations, kirromycin has been removed from the structure. The simulation times
step used was 2 fs.

2.7.2 Free simulations

To start the free simulations from the cryo-EM structure, EF-Tu was cut out from
the structure (with kirromycin). The same simulation protocol as before was used,
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2.7 System Set-up

twice with and twice without kirromycin with a time step of 2 fs. Simulations
started from the end of the ribosomal run were carried out with the same protocol,
the starting configuration was simply cut out from the last frame. Simulations from
the crystal structure 1dg1 [2] were done in the same way, one of the two EF-Tu’s
(protein H, the RMSD between the two structures is 0.19 nm) of the structure was
chosen for simulation.
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3 Results

3.1 Influence of Kirromycin on EF-Tu dynamics
During translation, tRNAs in complex with EF-Tu decode the mRNA codon. Before
full tRNA accommodation, EF-Tu has to dissociate from the ribosome. The dis-
sociation is preceded by GTP hydrolysis, followed by large conformational changes
of EF-Tu[23]. Kirromycin has been suggested to prevent dissociation by keeping
EF-Tu in a GTP-like conformation[31]. To investigate if the conformations and dy-
namics of EF-Tu are different when EF-Tu is in complex with the ribosome or in
solution, and in presence or absence of kirromycin, we used a PCA to extract large
scale conformation changes of EF-Tu in the simulations from trajectories. If the
hypothesis is true, the simulations with kirromycin should show no conformational
changes while the simulations without should develop towards the GDP conforma-
tion of EF-Tu. Further, because kirromycin binds between two domains it would
be expected that it also affects the dynamics of EF-Tu with GDP alone in solution.
To test this, we have performed and analysed simulations of EF-Tu with GDP in
solution started from the conformation of the EF-Tucryo−EM ·GDP ·Kir · Rib cryo-
EM structure[13] with and without kirromycin as well as from a crystal structure of
EF-TuGDPcrystal ·GDP [2].

3.1.1 Quaternary dynamics change of EF-Tu

First, we analysed the effect of kirromycin on the quaternary dynamics of EF-Tu by
performing a PCA over the backbone atoms of EF-Tu, while also using the backbone
to fit onto, from the simulation trajectories of the EF-Tucryo−EM · GDP · Kir · Rib
and EF-Tucryo−EM · GDP · Rib complexes. The projections of the trajectories into
the plane of the resulting first two eigenvectors is shown in figure 3.1 For sim-
ulations of the EF-Tucryo−EM · GDP · Kir · Rib complex (red dots), the EF-Tu
backbone conformation stays close the start structure (yellow symbol). A crystal
structure (obtained from the PDB, code 1ob2) of the ternary EF-Tu ·GNP · tRNA
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Figure 3.1: PCA of the trajectories of the EF-Tu backbone atoms obtained from
EF-Tucryo−EM ·GDP · Rib and EF-Tucryo−EM ·GDP ·Kir · Rib complex
simulations. The dots represent projections onto the first two eigenvec-
tors for the simulations (green and red), the EF-Tucryo−EM ·GDP·Kir·Rib
complex (yellow[13]), as well as EF-TuGDPcrystal ·GDP (magenta[2]) and
EF-Tu · GNP · tRNA crystal structures (grey, PDB structure 1ob2, un-
published).

complex (grey symbol) falls directly into the explored phase-space region, with an
RMSD of 0.28 nm of the EF-Tu ·GNP · tRNA complex to the end structure of the
EF-Tucryo−EM · GDP · Kir · Rib complex simulation. GNP is an experimental sub-
stitution for GTP which can not hydrolyse and causes proteins to remain in GTP
conformations. In the EF-Tucryo−EM · GDP · Rib complex simulations (green dots)
EF-Tu moves away from the cryo-EM structure quickly. It moves in the direction of
the conformation of a EF-TuGDPcrystal ·GDP crystal structure in the first eigenvector.
The motion described by the first eigenvector, depicted in figure 3.2a, is a rotation
of domain 1 against domain 3, which decreases the gap between the two subunits.
The second eigenvector also describes a rotation of domain 1 against domain 3, in a
plane orthogonal to the first eigenvector. In figure 3.2b the extremal representation
of this motion is shown. The conformation change observed in the first eigenvector
is unlikely to occur with kirromycin bound, as the binding sites of kirromycin move
in a way that would require kirromycin to stretch. Kirromycin is however a rigid
molecule. This indicates that kirromycin does inhibit EF-Tu’s dynamics, preventing
a rotation of domain 1 towards domain 3 sterically.
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3.1 Influence of Kirromycin on EF-Tu dynamics

The conformation of EF-Tu did not reach the GDP state in the EF-Tucryo−EM ·
GDP ·Rib simulations. As the conformation change required to reach the GDP state
is large, it may be inhibited by being attached to the ribosome and tRNA. Since
simulations of EF-Tu in solution without the ribosome and without tRNA may ex-
hibit different motions, another set of basis vectors obtained by PCA is necessary.
The PCA was performed for the backbone of EF-Tu, over all simulations, now also
including simulations of the EF-Tucryo−EM ·GDP , EF-Tucryo−EM ·GDP ·Kir , and
EF-TuGDPcrystal ·GDP complexes. Over 85% of variance is already contained in the
first two eigenvectors (figure 3.4), so that the following analysis will be limited to
them. The first eigenvector is dominated by the difference between the crystal and
cryo-EM structure, mainly a rotation of domain 1 (figure 3.8). The second eigen-
vector contains the gap closing motion that was described previously. The resulting
projection on the first two eigenvectors is in figure 3.3. EF-Tucryo−EM · GDP com-
plex simulations (cyan dots) sample a larger amount of conformation space than the
EF-Tucryo−EM ·GDP ·Kir simulations (orange).
The PCAs done over the backbone of EF-Tu from the simulations suggest that kir-
romycin inhibits the dynamics. Comparison of EF-Tu ·GNP ·tRNA crystal structure
with the EF-Tucryo−EM · GDP · Kir · Rib simulations indicates that EF-Tu stays in
the GTP conformation.

3.1.2 Switch 1 secondary structure behaviour

The switch 1 loops secondary structure is thought to change from an α-helical to
a β-sheet conformation after GTP hydrolysis[2], because experimental structures
of the GTP state in solution show the α-helical conformation while the β-sheet
structure is observed for GDP structures. This motion has been proposed to pre-
cede EF-Tu dissociation[2][44]. The first PCA eigenvector (see figure 3.1) of the
EF-Tucryo−EM ·GDP ·Rib and EF-Tucryo−EM ·GDP ·Kir ·Rib simulations contained,
in addition to the gap closing, an opening of the α-helical structures of switch 1. To
further and more accurately study this change, the secondary structure was deter-
mined with the DSSP[20] analysis tool from the GROMACS 5.1[3] package.
The conformation of switch 1 in the course of each simulation type is depicted in

figure 3.6, the end states are visualized in figure 3.5. Simulations on the ribosome
with kirromycin exhibit the α-helical conformation, where the switch 1 loop has two
α helices, from residue 46 to 50 and from 53 to 59. During the simulations of the
EF-Tucryo−EM ·GDP · Kir · Rib complex these α-helical structures persist through-
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Domain 3

Domain 2

Domain 1

(a) Representation for eigenvector 1. The opaque structure represents the minimum, the
transparent the maximum.

(b) Representation for eigenvector 2. The opaque structure represents the minimum, the
transparent the maximum.

Figure 3.2: Two conformations corresponding to the extreme projections of the simu-
lations onto the first two eigenvectors of the PCA of the EF-Tu backbone
are shown in ribbon representation . EF-Tu is coloured according to its
domains.28



3.1 Influence of Kirromycin on EF-Tu dynamics

Figure 3.3: PCA of the trajectories of the EF-Tu backbone atoms obtained from
simulations of EF-Tu in complex with the ribosome and in solution.
The dots represent projections onto the first two eigenvectors for the
ribosome simulations (green and red), simulations in solution with kir-
romycin (orange) and without (bright cyan EF-Tucryo−EM · GDP · Rib
, dark cyan from the endpoint and grey for simulations started from
EF-TuGDPcrystal · GDP structure), the EF-Tucryo−EM · GDP · Kir · Rib
structure (yellow[13]), as well as EF-TuGDPcrystal ·GDP (magenta[2])
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Figure 3.4: Cumulative variance along the eigenvectors. The eigenvectors have been
sorted according to the size of the variance along them, shown are only
the first 50.

Figure 3.5: Different secondary structure conformations of the switch 1 loop for dif-
ferent simulation conditions and starting conformations. The structures
are encircled by the colours used in 3.3, red for EF-Tucryo−EM · GDP ·
Kir · Rib and dark green for EF-Tucryo−EM · GDP · Rib , orange for
EF-Tucryo−EM · GDP · Kir , cyan for EF-Tucryo−EM · GDP , green for
EF-Tuendpoint ·GDP and grey for EF-TuGDPcrystal ·GDP .
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3.1 Influence of Kirromycin on EF-Tu dynamics

out the simulation as expected (figure 3.6a). Without kirromycin, the first, small
helix unfolded already during the release of the position restraints, the second helix
unfolds roughly 1.5 µs after the simulation start and 1.2 µs after gap closing. As
helix opening occurs after gap closing and not in the EF-Tucryo−EM ·GDP ·Kir ·Rib
complex simulations, where the gap closing is not observed, these motions might be
related. Further, this opening of the helices is necessary to reach the β-sheet confor-
mation of switch 1, which is present in the EF-TuGDPcrystal ·GDP crystal structure
of EF-Tu.
In the simulations of the EF-Tucryo−EM ·GDP complex, the secondary structure re-
mains in the α-helical conformation. For the EF-Tuendpoint ·GDP simulations, which
started with both helices opened, the second helix closes. This indicates that low-
ered interaction energies with the tRNA alone can not be responsible for unwinding
in EF-Tucryo−EM · GDP · Rib simulations and that the opening of the second helix
is facilitated by the ribosome and tRNA.
The second helix remained in β-sheet conformation for the EF-TuGDPcrystal · GDP
simulations, which is the same as in the crystal structure[2].
It has also been proposed that the switch 1 has a disordered structure before GTP
hydrolysis, which opens the hydrophobic gate[44][37]. If the switch 1 becomes disor-
dered before GTP hydrolysis in vivo, it would be expected that in the simulations of
the EF-Tucryo−EM ·GDP·Kir·Rib complex the switch 1 loop also becomes disordered,
as it is a complex with GDP. The DSSP results in figure 3.6a however show that
the secondary structure remains α-helical. A disordered secondary structure was
proposed because of the expected high mobility of such a structure, which could ex-
plained the low electron densities observed in experiments for the switch 1 loop[44].
However, the switch 1 loop is very mobile in the EF-Tucryo−EM ·GDP ·Kir ·Rib com-
plex simulations, compared to most other parts of EF-Tu’s domain 1 (figure 3.7),
even with switch 1’s α-helical structure. Therefore, low electron densities do not nec-
essarily suggest a disordered structure, rather this would indicate that a secondary
structure change of the switch 1 loop is not necessary for hydrolysis.

3.1.3 Validity of switch 1 structure

The switch 1 loop was not resolved in the cryo-EM structure of the EF-Tucryo−EM ·
GDP · Kir · Rib complex. As such it had to be modeled in for the simulations,
which was done by Lars V. Bock. The structure of the loop was taken from the
crystal structure with PDB code 1ob2 (unpublished), a structure of the complex of
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(a) DSSP analysis for simulations of the ribosomal complex.

(b) DSSP analysis for simulations of free EF-Tu.

Figure 3.6: DSSP analysis of the trajectories of the switch 1’s backbone. The colours
show the secondary structure that was assigned to each residue of the
loop at a given time. Blue colours represent turns and coils, orange
colours represent helices and green colours β-sheets and bridges.
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3.2 Kirromycin-free EF-Tu dynamics

Figure 3.7: RMSF for each backbone atom of domain 1 for the simulation of the
EF-Tucryo−EM · GDP · Kir · Rib complex. Highlighted is the switch 1
region.

EF-Tu ·GNP · tRNA . During the EF-Tucryo−EM ·GDP ·Kir ·Rib simulation switch
1’s secondary structure is stable (see figure 3.6), and the GTP crystal structure lies
inside the explored phase space (figure 3.1). This indicates that the model is valid
on the simulated timescales.

3.2 Kirromycin-free EF-Tu dynamics

As kirromycin is thought to keep EF-Tu in a GTP conformation[31], while not pre-
venting hydrolysis of GTP to GDP, it is expected that removing kirromycin from the
EF-Tucryo−EM · GDP · Kir · Rib structure should lead to EF-Tu assuming its GDP
conformation. To test this, the simulations without kirromycin are compared to
simulations started from a GDP crystal structure[2], using the PCA basis obtained
from all simulations, seen in figure 3.3.
The gap closing between domains 1 and 3 observed in the simulation on the ribo-
some after removal of kirromycin is not observed in simulations started from the
EF-Tucryo−EM · GDP structure. Rather, the gap is widened, the simulations reach
projections onto the second eigenvector similar to the EF-TuGDPcrystal ·GDP struc-
ture. With the simulations of the EF-Tuendpoint ·GDP structure the RMSD between
the simulation and the EF-TuGDPcrystal ·GDP structure decreases slightly from 1.05
nm at the endpoint of the ribosomal simulations to 0.93 nm. In the plane of the
first two eigenvectors, neither the simulations of the ribosomal complex nor the free
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Domain 1

Domain 2

Domain 3

Figure 3.8: Two conformations representing the extremal values along the first
eigenvector of the PCA based on all simulations are shown in rib-
bon representation. The grey translucent structure is close to the
EF-TuGDPcrystal ·GDP conformation, the coloured structure close to the
EF-Tucryo−EM ·GDP ·Kir · Rib structure.. EF-Tu is coloured according
to its domains.

simulations reach the GDP conformation. As can be seen in figure 3.8, which shows
the extremal representation of the first eigenvector, the difference between GTP
and GDP conformation is large. The timescale on which this change happens is
not known, the simulation on the ribosome is likely not long enough for this con-
formation change to occur. The fact that this distance is not covered in the free
simulations, could also be caused by the simulation times being too short. Or, since
the simulations of the EF-Tucryo−EM · GDP complex explore vastly different phase
space when compared to the EF-Tucryo−EM ·GDP·Rib simulations, the motion could
be restricted by a free energy barrier that is not present for the ribosomal complex.
This would further indicate that the ribosome is assisting in the conformational
change. It has also been proposed that after GTP hydrolysis and phosphate release
domain 1 of EF-Tu rotates outward on the ribosome, away from the tRNA and the
sarcin-ricin loop of the EF-Tu binding pocket, which could reduce the binding en-
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3.2 Kirromycin-free EF-Tu dynamics

ergy and thus allow dissociation[37]. The proposed motion is similar to the motion
described by the first eigenvector of the PCA (figure 3.8). However as only EF-Tu
was taken into account in this analysis, the motion can not be related to the tRNA.
To see if the observed motion is similar to the proposed, a PCA was done of the
EF-Tucryo−EM · GDP · Kir · Rib and EF-Tucryo−EM · GDP · Rib simulations, which
were fitted onto a shell of rRNA with a radius of 3.5 nm around EF-Tu. By filtering
the trajectory to only contain the motions of the first two eigenvectors and visual
inspection it was determined that the rotation contained in the second eigenvector
is similar to the one observed before (figure 3.2b) , but it is not a rotation of domain
1 outwards with domains 2 and 3 still as was proposed.

3.2.1 Umbrella sampling

Figure 3.9: RMSD of the pulling simu-
lation starting from the con-
tinuation run pulled towards
a structure close to the cryo-
EM structure. The green part
is the pulling simulation, the
blue part simulated from the
end structure with turned off
pulling potential.

As the simulations of EF-Tu in solu-
tion started from the EF-TuGDPcrystal ·
GDP and EF-Tucryo−EM · GDP as well
as the EF-Tuendpoint · GDP complexes
show no overlap in the plane of the
first two eigenvectors (see figure 3.3),
the question arises whether these struc-
tures are separated by free energy bar-
riers. Such barriers would indicate that
the ribosome and tRNA are facilitating
these conformational changes. To ob-
tain the free energy landscape between
these structures umbrella sampling[41]
has been attempted. Umbrella sampling
requires a trajectory moving from one

to the other structure. As the difference between the EF-TuGDPcrystal · GDP
and EF-Tucryo−EM · GDP complexes are too large to be overcome in free simula-
tions in realistic time, artificial pulling forces had to be applied to EF-Tu. This
was done between three structures, one taken from simulations started from the
EF-TuGDPcrystal · GDP , EF-Tucryo−EM · GDP and EF-Tuendpoint · GDP structures
each (see figure 3.10a). The cryo-EM and crystal structures were not used as target
structures because the preparations necessary for imaging can fixate a protein in an
unphysical conformation.
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For almost all pulling simulations the end conformations of the simulations differ
vastly from the target structure. Some simulations do not even reach the target
structure in the plane of the first two eigenvectors (black line in figure 3.10a), others
end with an abruptly increasing RMSD (green line in figure 3.10b). This is likely
caused by free energy barriers. Because the pulling potential applies increasing forces
on EF-Tu, the time it has to find a pathway around the barrier is limited. With
forces increasing too quickly, EF-Tu is pulled into these volumes of conformational
space with very high free energy, which results in unphysiological conformations.
All simulations exhibiting such behaviour were not used for further analysis.

Only one pulling simulation ended up close to its target, pulling from the
EF-Tuendpoint · GDP towards the EF-Tucryo−EM · GDP structure. To see if the end
structure was stable, the simulation was continued without the pulling potential for
100 ns. The RMSD between the simulation to the target structure, fitted to the
target structure, (figure 3.9) remained stable around 0.32 nm. WHAM[25] was used
on simulations of 41 sampling points, taken from the pulling simulation in 24. ns
steps, to sample the free-energy landscape (figure 3.11) along the trajectory. The
landscape shows a minimum at the EF-Tuendpoint ·GDP structure and increases until
it reaches a plateau at the target structure, EF-Tucryo−EM · GDP . Three different
time windows of the trajectories of the sampling have been used, the full sampling,
the last 50 and the last 100 ns. Using the full window leads to the highest free
energy for the end structure, the last 100 ns to the lowest barrier. The first few
nanoseconds are likely not equilibrated, causing the resulting free energy to be too
high. With only 50 ns on the other hand sampling is likely insufficient. Further, the
derived energies are far too high. The energy difference between the structures is of
the order of 100 kBT , with such a slope the free cryo-EM simulations, which started
on top of the plateau, should have moved along this pathway rapidly.
Cryo-EM and crystal conformation are too different, pulling along the difference

vector is not restrictive enough to lead one conformation to the other. The obtained
free energy profiles are unreliable
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3.2 Kirromycin-free EF-Tu dynamics

(a) Colours and marks are equal to figure 3.3.
Blue are the structures used as targets for
pulling.

(b) RMSD of the two trajectories to their tar-
get structures over time.

Figure 3.10: Projection onto the first two eigenvectors and RMSD for two of the
six pulling simulations. In black is the trajectory started from the
EF-TuGDPcrystal · GDP structure targeted at the EF-Tuendpoint · GDP
pulling target, in dark green the opposite way.
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3 Results

Figure 3.11: Free energy landscape obtained from the WHAM algorithm. The start
of the pulling is on the left side, the end structure on the right. Different
time windows of the sampling have been used to generate landscapes.
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4 Conclusion

In this thesis, the molecular mechanism of the antibiotic kirromycin was addressed
by studying its effect on the dynamics of EF-Tu using Molecular Dynamics (MD)
simulations. EF-Tu delivers aa-tRNA to the ribosome during the elongation step
of translation. Kirromycin is known to prevent dissociation of EF-Tu from the
ribosome[31]. It is thought to achieve this by obstructing a large scale confor-
mational change of EF-Tu which occurs after GTP hydrolysis in the absence of
kirromycin.[37].
To test this hypothesis, MD simulations, provided by Lars V. Bock, started from a
cryo-EM structure[13]of the EF-Tu·aa-tRNA·GDP·kirromycin complex bound to the
70S ribosome were analysed. For one of the simulations kirromycin has been removed
from the complex. In the simulation with kirromycin, EF-Tu stayed close to the cryo-
EM conformation. A crystal structure of the EF-Tu · aa-tRNA · GNP · kirromycin
complex [PDB code 1ob2, unpublished] is directly in the explored phase space of
the simulation, indicating that the conformation of EF-Tu in the simulation with
kirromycin is indeed a GTP conformation.
Without kirromycin, EF-Tu’s two major motions that are observed in the simula-
tion are rotations of domain 1 towards domain 3 in two different planes. Kirromycin
binds in the gap between these two domains. The one occurring first closes the
gap between the domains while also changing the conformation of the kirromycin
binding site. Since kirromycin is a rigid molecule, the gap closing rotation is likely
sterically prevented with kirromycin bound.
Another difference between GTP and GDP state is the secondary structure of
residues 40-62, the switch 1 loop. This loop is a part of the tRNA binding site
of EF-Tu and interacts directly with the 5’ end of bound amino acyl tRNA[33].
GTP crystal structures exhibit a secondary structure where the switch 1 loop forms
two α-helices. GDP bound structures of EF-Tu show the switch loop in a β-sheet
conformation, which is thought to be involved in the dissociation of EF-Tu from
the ribosome[2]. It has been further suggested that this loop becomes disordered as
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4 Conclusion

part of GTPase activation[37]. This disordering would then be expected to occur
during simulations with kirromycin as it is a post GTPase activation state. During
the simulations with kirromycin the secondary structure of the loop remains sta-
ble with two α-helices. Disordering has been suggested because of low resolutions
in experimental structures for the switch 1 loop. In the ribosomal simulations with
kirromycin the switch 1 loop is very flexible compared to the rest of EF-Tu’s domain
1, this might explain the low resolutions.
If kirromycin holds EF-Tu in a GTP-like conformation, simulations of the cryo-EM
structure without kirromycin are expected to cause EF-Tu to change into its GDP
conformation. To test this the kirromycin-free simulation was compared to a crystal
structure of a EF-Tu · GDP complex. The end state of the simulation is far away
from the GDP state, the largest difference is a rotation of domain 1 against domain
3, similar to the reported difference between GTP and GDP EF-Tu conformations.
As the GDP crystal structure is a complex without tRNA and ribosome, the confor-
mational change could occur more rapidly during simulations of the EF-Tu · GDP
complex, taken out of the kirromycin containing cryo-EM structure, in solution.
This was tested, but the simulations did not reach the GDP crystal structure. How-
ever, simulations of the same conformation with kirromycin bound explored less
phase space, further indicating that kirromycin inhibits EF-Tu’s dynamics. Further
the EF-Tu ·GDP complex was taken from last step of the kirromycin free ribosome
simulations and simulated. These simulations did not get close to the GDP crystal
structure either. Simulations started from the GDP structure did not reach the
GTP cryo-EM conformation. In the EF-Tu · GDP complex, taken from the cryo-
EM structure of the ribosome with GDP and kirromycin, simulations the gap closing
motion is no longer observed and the switch 1 loops secondary structure remains
stable with two α-helices. This suggests that the free energy landscape of EF-Tu is
altered in the ribosomal complex to allow the conformational change.
To test whether there are free energy barriers preventing the conformational change
from structures close to the GTP cryo-EM structure to a structure close to the GDP
crystal, umbrella sampling has been used. Between three different states of EF-Tu
in solution, the GTP cryo-EM, GDP crystal and the endstate of the kirromycin-free
ribosomal complex simulation, simulations have been pulled along the difference
vector using a harmonic potential for each pairing in both directions. However,
these simulations either ended in unphysiological conformations or did not get close
to the target structure. This indicates the existence of free energy barriers on the
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path. However, whether these barriers prevent the conformational change is unclear
as the pulling might have been simply too fast, preventing EF-Tu from finding a low
energy pathway around the barriers. Better approaches would have been to move
the potential along other variables, like the cross-correlation or the RMSD. Using
the RMSD might however not be a good option for this specific motion either, as
the RMSD between simulation and target structure decreasing does not guarantee
to get close in the plane of the first two eigenvectors (see figure 3.10, black line).

All in all, different dynamics of the switch 1 loop and differences in dynamics of
EF-Tu in solution, and in complex with the ribosome and tRNA, strongly suggest
an involvement of the ribosome and the tRNA in the conformational change from
GTP to GDP state. Also, the simulations of the ternary complex on the ribosome
indicate that kirromycin prevents this conformational change by sterically blocking
a rotation of EF-Tu’s GTP binding domain 1 towards domain 3.
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