
Master’s Thesis

Allosterie

Allosteric Transitions

prepared by

Julian Tim Brennecke
from Hildesheim

at the Max-Planck-Institute for Biophysical Chemistry

Thesis period: 1st October 2013 until 30th September 2014

First Rreferee: Prof. Dr. Bert de Groot

Second referee: Prof. Dr. Helmut Grubmüller





Abstract
More than 50 years after the initial model of cooperative binding was proposed by
Monod, Wyman and Changeux a general theoretical approach to allostery remains
controversial. The understanding of allostery as a biological phenomenon of funda-
mental importance would be a crucial step for the manipulation of such proteins for
example by drugs. In this study we focused on Hemoglobin (Hb), an oxygen-binding
protein composed of four subunits, the prime example of an allosteric protein. We
used the previously described method of tertiary - quaternary disentanglement to
propose a new model of the sequence of events (i. e. simultaneous quaternary -
tertiary transition) in Hb. Furthermore we employ Essential Dynamics to find a
causal coupling of the quaternary motion to the tertiary motion while other cou-
plings could not be found. In addition a Functional Mode Analysis (FMA) was
used to identify sidechain correlation to the quaternary transition. This revealed
important residues at the α1/β2 and α2/β1 interfaces as well as a single residue in
the α1 subunit previously found by others. In the last part of our work we applied
(FMA) to develop a systematic approach to find correlations between the structural
transitions and the breaking and formation of contacts. This approach was applied
to the intersubunit contacts to identify 25 majorly correlated contacts that dominate
in the global allosteric transition.
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1. Introduction

The thesis is a study of allostery in Hemoglobin. A theoretical introduction of
allostery as well as to Hemoglobin is given in chapter 2. Here, also the technique of
Molecular Dynamics simulation is introduced. This is the method providing us with
trajectories to analyze allosteric transitions and underlying structural mechanisms.
In chapter 3 the methods used in this study are reviewed briefly. These are the
Principal Component Analysis, used for dimensionality reduction and the Functional
Mode Analysis, to find collective vectors in datasets that correlate most to a given
functional property. Furthermore, a method to separate tertiary and quaternary
motions in the trajectory of a multimeric protein is reviewed. At the end of this
chapter the previous work done in our department, that is important for this study,
is presented.
Chapter 4 presents the progress of the last year of work. This starts with a study
on coupling between internal motion of different subunits to their relative motion
and of the time-sequence of events taking place in the conformational change of
Hemoglobin. Here the influence of the subunits onto each other as well as on their
relative motion is studied beyond correlation by manipulating one and recording
the effect on the other. Furthermore, an analysis of the sidechain rearrangements
during the conformational change is performed to find communication networks in
Hemoglobin. In the last part of this chapter a new application of Functional Mode
Analysis is described. Here the contacts at the subunit interface are taken as input
data to describe the transition.
Conclusions drawn from the results found are summarized in chapter 5. As a final
remark a possible further progression of the project is suggested in the outlook
section.
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2. Theoretical Background

In this chapter an introduction to allostery and the ways how to study this con-
cept are reviewed. Subsequently, the exemplary allosteric system of Hemoglobin is
described, followed by a more extended introduction to Molecular Dynamics simu-
lations, the main technique used in this study.

2.1. Allostery

In the following section I will give a brief review on allostery in general making clear
why it is of importance. Subsequently, I will present the most popular models used
to describe allostery and current experimental as well as computational methods to
study it.

Allostery is the regulation of an active site of a protein by the binding of an ef-
fector molecule at a distant binding site. This is in contrast to the orthostery which
is regulation by binding to the same site. Allostery must not only be positively cou-
pled to the binding of the ligand but can also be negatively coupled. The allosteric
regulation is a fundamental property of proteins and a malfunction is often related
to diseases[1–3]. Therefore, it is of great importance to study and understand the
fundamental mechanisms at play to be able to predict regulatory effects. Current
concepts of allostery remain unquantifiable and are not able to predict allostery on
the atomistic level[4, 5]. But there are two main models known to describe allosteric
transitions well on a coarse level. These are the MWC (Monod-Wyman-Changeux)
or conformational selection model[6] and the KNF (Koshland-Nemethy-Filmer) or
induced fit model[7, 8]. Both will be described in greater detail in the following.
Allostery is nowadays often thought of as consisting of two states with one being
active (often relaxed or R) and the other inactive (tense or T) and the possibility
to undergo a transition between the two of them.
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2. Theoretical Background

2.1.1. Induced Fit and Conformational Selection Model

The early models of Monod, Wyman and Changeux (MWC, also called conforma-
tional selection) and Koshland, Nemethy and Filmer (KNF, also called induced fit)
are still the basis of the understanding of allostery[9]. Both of these models provide

Figure 2.1.: Pathways of allosteric
transitions Two major models for al-
lostery are the induced fit and the con-
formational selection model sketched here.
A protein with two distant binding sites is
shown in black. A ligand fitting to one of
the binding sites is shown in red.

a phenomenological description of the
sequence of events an allosteric protein
undergoes in its transition from the T to
the R state. A schematic representation
of the two models is presented in figure
2.1.

The MWC model describes the transi-
tion from the T to the R state by a
shift of the equilibrium between the two
states. Without any ligand present the
dominant state is the T state. If the
protein is by chance in the R state the
ligand can bind. On binding the equilib-
rium shifts towards the R state[6]. The
name conformational selection for the
MWC model arises from the selection of
the R state over the T state by the bind-
ing of the ligand. Monod, Wyman and

Chageux proposed that the maintenance of the symmetry in the protein enforces a
concerted change of a symmetric protein. Due to required symmetry negative coop-
erativity is excluded. Extensions of this model are able to describe non symmetric
proteins and and negative cooperativity[10].

Independently Koshland proposed a general version for induced fit in the late 60’s
in which a ligand, binding to a protein, changes the binding site to activate the
protein for catalysis[11]. Koshland, Nemethy and Filmer expanded the model to the
KNF model of induced fit in response to ligand binding[7, 8]. This model suggests
that in the absence of the ligand only the T state exists. On binding of a ligand to
the protein a transition of primarily the binding site but also of the entire protein
towards the R or active state is enforced. As this results in a sequence of events,
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2.1. Allostery

this model is also known as the sequential model.

The current view on allostery suggests that conformational selection answers the
question which of the conformations of the protein will bind while induced fit an-
swers how a protein binds its ligand if their shapes do not match well[12]. Therefore
the two models should not thought of to be mutually exclusive and are not appli-
cable to different proteins. But, rather, the models are too strict and represent the
extremes in a spectrum[13, 14].

2.1.2. Expanded View on Allostery

As the research on allostery progresses newer findings come up which have to be in-
corporated and must be explained by a general model of allostery. In the following
some of them are reviewed briefly, and primarily for the interest of the reader. But
it also shows the limitations current models face.

Roughly 15 years ago proteins such as pyruvate kinase M1[15] and phosphofructo-
kinase[16] have been found to be convertible from nonallosteric to allosteric proteins
by single point mutations[17–19]. Along the same lines e.g. Frauenfelder et al.
demonstrated the ability of typical nonallosteric proteins such as myoglobin to show
allosteric behavior[20]. A variety of other studies suggests that nonallosteric pro-
teins can indeed be regulated by binding of a ligand to a distant binding site. These
binding sites can also be on the surface of a protein and can only be identified by
extensive studies[21–24]. Those findings led to the extreme proposal that all pro-
teins might be allosteric[25]. Cooper and Dryden found that changes in the entropic
contribution can lead to an activation of the protein even without having a con-
formational change[26]. This finding contradicts in some ways the general idea of
allostery being encoded in the structure and poses limitations for simple techniques
such as gaussian network models, which are reviewed later.

2.1.3. Experimental Characterization of Allostery

In vitro experiments are still the most believed in standard to gain new insights
and to verify theories. Therefore it is of importance to understand what is actually
measurable in experiment to understand what a theory should be able to predict to
be verified by experiments.
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2. Theoretical Background

Figure 2.2.: Comparison of spatial and temporal resolution Spatial and
temporal resolution of different techniques. Bold text indicates techniques being
able to resolve single molecules. For improved interpretation objects corresponding
to spatial resolutions are shown on the right and processes corresponding to temporal
resolution are shown at the bottom[27].
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2.1. Allostery

An overview of the possibilities of current experimental techniques is given in figure
2.2. A possible way to quantify cooperative binding of a ligand to a protein is to
use the Hill equation[28]. It is given by:

θ = [L]n
Kd + [L]n (2.1)

where θ is the fraction of ligand bound two the protein over the maximal number
of ligands than can bind. [L] is the concentration of unbound ligands and Kd is
the dissociation constant. Experimental dissociation curves can be fitted to this
equation giving the Hill coefficient n. The Hill equation describes the direct effect
which the concentration of ligands has on the binding to a protein. Therefore it
makes the Hill coefficient, a value for cooperativity, computable. This is nowadays
the standard measure for cooperative binding, one appearance of allostery.
While the Hill coefficient is a method to determine the presence of cooperativity
it does not provide any information about the underlying mechanisms. Therefore
other techniques such as time resolved crystallography have been developed. This
way processes such as the behavior of dimeric hemoglobin after ligand photodisso-
ciation can be studied on a 5 ns timescale[29]. Different types of NMR techniques
specialized to detect allosteric networks[30] were developed. This is especially inter-
esting for allostery without conformational change. Other simple NMR techniques
are available to detect the different states relevant for the allosteric transition.
Some other methods which should be mentioned here are fluorescence microscopy[31],
in which the position detection of fluorescent residues is used to study different al-
losteric states, and fluorescence resonance energy transfer (FRET)[32], which is a
sensitive distance measurement of labeled residues to detect conformational shifts
inside the protein.

2.1.4. Computational Approach to Study Allostery

To study allostery on a shorter time scale and in greater detail than currently pos-
sible in experiment, different computational approaches have been and are being
developed. Even after nearly two decades of computational studies of allostery no
best practice to describe allostery in all systems could be identified[33]. Therefore,
some of the approaches not used in this thesis are presented in the following to
provide the reader with alternative computational strategies to deal with allostery.
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2. Theoretical Background

The methods are split into Molecular Dynamics (MD) based approaches and non
MD based approaches[33, 34].

Non MD Based Approaches

Three different main types of non MD based approaches to study allostery are pre-
sented in the following. These are the feature or structural based models, structural
surveys as well as the normal mode analysis which is widely used.
Structural surveys use structural information extracted from various conformational
states of a protein in the Protein Data Bank (PDB). Daily and Gray used structural
differences to identify hot spots of change marking potential allosteric pathways[35].
In a later work they combined this information to find networks of coupling among
residues to aim at identifying allosteric pathways[35, 36]. Wolynes et al. introduced
the concept of frustration as a basis for conformational change in proteins[37]. This
concept suggests that the protein is not in its perfect folding state but rather slightly
off, enabling the transition in the first place. It was later adapted to find residues
being involved in the frustration to also participate in allosteric regulation[38].
The Elastic Network model is probably the most frequently used approach to al-
lostery nowadays[39–41]. Ming et al. suggested to represent residues of a protein by
single points being connected via a spring. This network contains information about
elastic deformation modes from which one of the low frequency modes is proposed
to be related to large scale conformational changes[42]. These large scale motions
are thought to be the allosteric transition[43].

MD Based Approaches

In MD based approaches the dynamics of individual residues can be traced. MD
is not specific to the system studied. This creates the advantage of having a gen-
eral method to study the systems atomistic motions. But challenges are the short
timescales a free MD simulation is able to explore and the further analysis. This
analysis is needed to identify allosterically relevant motions within the thermal fluc-
tuations. The timescales are often too short for allosteric transitions to occur[34].
Therefore, methods for enhanced sampling along the allosteric coordinate have been
developed. The important ones are briefly reviewed here.
Biased MD[44], steered MD[45, 46] as well as targeted MD[47–49] are methods to
study transitions in biomolecules. All of them apply an external perturbation along
a predefined reaction coordinate between two states. Therefore the two states have
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2.2. Hemoglobin

to be known in advance. This is a limiting factor for the systems which can be
studied with these methods. While the general idea of the different methods are
quite similar they differ in the way how the perturbation is applied[50].
Milestoning[51, 52] defines a reaction coordinate connecting the two states. Along
this reaction coordinate different milestones are defined. Starting from each of the
milestones simulations are started. These simulations end at one of the next mile-
stones. By concatenating the trajectories a complete transition can be modeled.

With the different approaches the transition can be enforced. A free MD simu-
lation is surely the best approach to the limited cases where a transition from one
state to the other can be spontaneously observed, as such simulations have a mini-
mal bias. Therefore it is suited best for a study focusing on extracting information
about the allosteric motion. Because having the data of a MD simulation resembling
a transition at hand the challenge remains to extract general information about al-
lostery and even on the allosteric motion. The allosteric motion lies hidden beneath
thermal fluctuations of the protein. To extract these information and be able to
draw conclusions on allostery in general is the major goal of this thesis.

2.2. Hemoglobin - A Well Studied Model System for
Allostery

Figure 2.3.: Structure of Hemoglobin
A cartoon representation of the structure
of Hemoglobin. The assembly is sketched
in the lower left. Figure applied from [53].

The protein Hemoglobin (Hb) is one of
the most essential proteins in the human
body because it transports oxygen from
the lungs to the tissue.For Hb to be able
to transport oxygen the allosteric reg-
ulation is fundamental. The reason is
that oxygen needs to be bound in the
lungs and released in the tissue. This is
mediated by the characteristic binding
curve for cooperative binding known as
the Hill curve.
The structure of Hb was first solved by
Puritz et al.[54] in 1960. Since then Hb
was one of the working horses for the study of allostery. Its structure (shown in figure
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2. Theoretical Background

2.3) consists of the two heterodimers which assemble into a homodimer. The dif-
ferent subunits consist predominantly of alpha-helical secondary-structure elements.
In all subunits a heme group is bound which binds the oxygen.
The identification of conserved allosteric pathways in Hb[55] suggest a structural
dominance in its regulation. However, studies show that additional factors such
as binding of additional water molecules to the extra surface contribute to the al-
losteric regulation[56]. Together with the finding of an additional R state named
the R2 state[57] it appears that Hb is not as simple a two state protein following
the conformational selection model as it was long thought of.

Apart from its model role in the study of allostery Hb was also shown to undergo
a T to R transition in free MD simulations on feasible timescales, making it a per-
fect system for the current study of dissecting the molecular details of the allosteric
transition.

2.3. Molecular Dynamics Simulation

To study motions at a high spatial as well as at a high temporal resolution a wide
range of techniques has been developed. Some of these techniques are shown in figure
2.2. As can be seen from that figure all techniques are rather limited in spatial as
well as in temporal resolution[27]. What is not shown in this figure is an additional
limitation due to the need to prepare the samples. For X-ray crystallography for
example a crystal is required. This crystal has to be grown, a non trivial process
and the real art of crystallographers.
As can be seen from figure 2.2 all-atom Molecular Dynamics (MD) Simulations are
especially suitable for small time and length scales. In the following the method of
MD simulation is reviewed briefly. Not only from a technical aspect but also looking
at its limitations.

2.3.1. Principal Concept

The most detailed and accurate description of atomic motions on short time scales
are quantum mechanical (QM) descriptions. In QM simulations the Schrödinger
equation is solved by applying a numerical solver. However, these methods are lim-
ited to a few hundred atoms only and are computationally very expensive[58]. To
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2.3. MD Simulation

push the time and length scale further, MD simulations have been developed. Here
the Schrödinger equation is not solved directly anymore but three major simplifica-
tions are applied. These are described in the following.

2.3.2. Born-Oppenheimer Approximation

Using the Schrödinger equation the wave function of electrons as well as for the
nuclei have to be solved simultaneously. To reduce the complexity arising from
this coupling Max Born and J. Robert Oppenheimer derived the Born-Oppenheimer
approximation. Due to the difference in weight between the nuclei and the electrons,
and the resulting difference of timescales the motions happen on, the wave functions
can be separated and solved independently. For macromolecules the main interest
is on the motion of the nuclei. Therefore it suffices to treat the electrons as a reason
for a force, i.e. bonded as well as Van der Waals interactions, that act upon the
nuclei and to in addition calculate an electrostatic interaction between the nuclei
carrying the charge of the nucleus and the electron.
In addition another simplification can be made. The nuclei are treated classically
in MD simulations.

2.3.3. Classical Description of Nuclear Dynamics

In nature especially light nuclei are able to tunnel through other nuclei. The sim-
plification made is to excluding this behavior from the possibilities of the system.
Another problem arises from the high frequency vibrations of covalent bonds. This
quantum oscillator can not be described properly by a classical harmonic oscillator.
This can either be corrected by adding an additional energy term or by adding bond
and bond angle constraints. Doing this a classical description can be used to calcu-
late the atom dynamics. In Molecular Dynamics simulations all forces are described
by classical potentials leading to a classical force which is numerically integrated
using for example the velocity-verlet algorithm.
In the next subsection these potentials as well as the treatment of other atom-atom
interactions are reviewed.

2.3.4. Classical Potentials

The interaction of atoms are described by classical potentials. These potentials are
briefly explained in this section. For further reading we refer to the GROMACS
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2. Theoretical Background

manual[59] as well as to the relevant papers[60–62].
A reasonable classification of the potentials (V (x)) is the classification into (i)
bonded and (ii) non-bonded interactions.

V (x) =
∑

Vi

= Vbonded + Vnon-bonded (2.2)

While bonded interactions are the result of the Born-Oppenheimer approximation
and imagined as a chemical bond between two atoms, non-bonded interactions are
long range interactions such as the Coulomb potential.
In the rest of the subsection bonded as well as non-bonded interactions are described
in more detail.

Bonded interactions

Bonded potentials represent chemical bonds. A list of atoms being connected via
a chemical bond is fixed. All bonded interactions are described by a harmonic
potential.

Vbonded = 1
2κ(x− x0)2 (2.3)

The x0 in equation (2.3) describes an equilibrium conformation. Due to thermal
fluctuations and interactions in and between molecules a motion around this state
occurs. The current conformation is given by x. κ is the force constant driving the
molecule back to its undisturbed conformation.
The constants κ and x0 are defined and vary together with x in their meaning for
the different types of bonded interactions.
Three types of bonded potentials are described. These are the bond, angle and
dihedral potential.

Bond potential The bond potential describes the interaction of two atoms being
connected via a chemical bond (see figure 2.4a). The bond is described via a spring.
In this simple description of a two body potential the parameter x0 describes the
equilibrium distance between the two atoms.
To improve time performance the bond potential is often not used and the distance
between two atoms is constrained. This is done by special algorithms which are
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2.3. MD Simulation

(a) bond (b) angle (c) dihedral

Figure 2.4.: Bonded interactions Illustration of the different bonded interac-
tions. Taken from [63].

applied for to constrain the distances (i.e. LINCS[64] or SHAKE[65]).

Angle potential Taking three atoms into account an angle between the outer two
can be defined (figure 2.4b). The angle potential leads to a vibration around the
equilibrium angle x0.

Dihedral potential Taking one more atom into account leads to the dihedral po-
tential. To define the dihedral angle the orientation of two plains to each other have
to be considered. One of these plains is formed by the atoms i, j, k in figure 2.4c.
The other by j, k, l. The angle of intersection gives the dihedral angle.
For the angle to be zero the cis configuration is chosen as a reference.
Furthermore, a special type of dihedral potential, called improper dihedrals, is ap-
plied to keep planar groups planar.

Non-bonded interactions

Non-bonded potentials act on a distance. Therefore their partners are not fixed and
can change during the simulation. To improve performance the neighbor list is not
updated in every step but only after a predefined number of steps.
In MD simulations the non-bonded interactions described are the Lennard-Jones
and the Coulomb potential.

Lennard-Jones The Lennard-Jones potential has two different contributions. An
attractive term 1/r6 is given due to the polarisability of the electron cloud around
the atoms. This term is known as the van der Waals force. The second term taken
into account is a repulsive 1/r12 term. While the attractive term is physical the
repulsive term is an approximation of the Pauli exclusion principle preventing the
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2. Theoretical Background

atoms from getting too close. In total this leads to:

VLJ = c1

r12 −
c2

r6 . (2.4)

The parameters c1 and c2 depend on the atom pairs considered and can be deter-
mined experimentally.

Coulomb The Coulomb potential describes electrostatic interactions. Having a 1/r
law for the coulomb potential far away atoms have to be taken into account. There-
fore the calculation of the coulomb force is computationally very expensive (O(N2)).
In modern MD simulation software such as GROMACS the effort is reduced by us-
ing the periodicity of the system to go into Fourier space. There a method called
Particle Mesh Ewald[66] can be applied. It reduces the computational complexity
to O(N × logN).

2.3.5. Force Fields

The parameters described before are collected in so called force fields (FFs). For
biomolecules such as proteins specific FFs are designed describing the properties of
e.g. the different amino acids. For proteins two of the most widely used FFs are
the Amber FF[67] and the Charmm FF[68]. The validity of the FFs arise from the
comparison to experimental data. As mentioned before FFs are derived from QM
simulations but improved by comparison with different type of experimental data
sets. The ways how this is done and the included types of experimental data vary
between the FFs. In the past most of the FFs were shown to reproduce a variety of
experimental data[69]. What has to be taken into account is that not all FFs are
equally suitable to study a given observable but it is important to understand which
FF is able to reproduce what kind of experimental data.

2.3.6. GROMACS Algorithms

To perform MD simulations a variety of algorithms have to be applied to decrease
artifacts introduced by the simulation. In this subsection a short introduction to
these algorithms is provided without going to much into detail. These algorithms
together with the FF parameters are used by GROMACS to perform MD simula-
tions.
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2.3. MD Simulation

In MD a limited number of atoms can be simulated only. To prevent artifacts aris-
ing from boundaries in the simulation box, periodic boundary conditions (pbc) are
applied. If using pbc a copy of the box is considered to sit at any boundary.
The box forms a thermodynamical microcanonical ensemble (NVE number of atoms,
volume and energy conserved). But the physiological ensemble is the isothermal-
isobaric ensemble (NPT number of atoms, pressure and temperature). To get from
the NVE to the NPT a pressure and temperature coupling of the box has to be
applied. For this purpose different algorithms exist (e.g. velocity rescaling[70] for
temperature and Parrinello-Rahman[71] for pressure).
In addition GROMACS provides a variety of analysis tools to extract observables
from the trajectories (i.e. simulated data) as well as an effective framework for
programming individual tools.

2.3.7. Limitations

As mentioned above the simplifications made by the FF approach and the numerical
integration lead to limitations of MD simulations. Due to the classical description a
chemical bond can neither be formed nor broken. The numerical integration leads
to an accumulation of the numerical error. If the timestep is chosen too large this
results in a numerical error. In addition the accuracy of the FFs is not perfect. It
has been demonstrated that the FFs are able to reproduce specific experimental re-
sults well. Nevertheless the FFs are approximations of the nature and will therefore
always be limited in accuracy.
Furthermore, the polarizability of the molecule is not treated in classical simula-
tions. Nevertheless various models for treating polarization do exist[72–74] but are
not generally established yet.
As described previously the timescales which can be explored by the simulations are
now reaching the µs length. This is too short for a lot of processes occurring in pro-
teins. Looking into the future one can expect the reachable timescales to coevolve
with the computing power.
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3. Methods

In this chapter the techniques used in this thesis are introduced. These are Principal
Component Analysis, Functional Mode Analysis based on Partial Least Squares,
and Essential Dynamics. Furthermore the decomposition into orthogonal motions
is reviewed, followed by an overview of the simulation setup used to produce the
trajectories used to study Hemoglobin. At the end a short review on relevant findings
for this thesis of the work previously done by Hub et al.[75] and Vesper and de Groot
[53] is provided.

3.1. Principal Component Analysis

Figure 3.1.: Principal Component
Analysis Schematic representation of the
transformation of the basis performed by
PCA. The coordinate system is shifted
such that the first coordinate is along the
direction of the greatest variance.

Molecular Dynamics simulations sample
a high dimensional space. This space
has 3N dimensions with N being the
number of atoms. Having a system of
10.000+ atoms thus leads to a very high
dimension. The high dimensionality im-
poses a difficulty to distinguish between
the important motions and noise.
To face this difficulty Principal Compo-
nent Analysis (PCA) can be used. First
developed by Pearson [76] and further
developed by Hotelling [77] PCA iden-
tifies large scale linear motions. There-
fore the direction of the motion with the
largest variance is defined as the direc-
tion of the first basis vector of a trans-
formed new basis system. The second
basis vector is chosen to be in the direc-
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tion of the largest variance orthogonal to the first basis vector. This procedure is
followed untill the new coordinate system has the same number of basis vectors as
the old one.
In a mathematical sense, a matrix of covariances C, composed of the coordinate
vectors of the atoms x, has to be defined:

C = 〈(x(t)− 〈x(t)〉t) · (x(t)− 〈x(t)〉t)T 〉t (3.1)

This covariance matrix C is diagonalized. In the representation of the covariance
matrix in the diagonalized basis the elements of the matrix are the eigenvalues.
Therefore to find the basis of the covariance matrix a simple eigenvalue, eigenvector
decomposition can be applied. The eigenvalues related to the eigenvectors show
the variance along the respective eigenvector. Frequently, correlated motions with
a large eigenvalue will be limited to the first few eigenvectors. By defining a cutoff
for the eigenvalues only the relevant collective coordinates can be selected to be
displayed. This can be used to study the important motions hidden in the data i.e.
the trajectory.
One of the advantages of PCA is the possibility to find the motions contributing
dominantly to the overall motion of the protein. In this study we use the one dimen-
sional subspace with the highest eigenvalue to describe the quaternary transition of
Hb. One of the main disadvantages of PCA is the limitation to a linear subspace.
If the data lives for example on the popular swissroll subspace (see figure 3.2), a
PCA would not be able to find a suitable basis to represent the motions on the 2
dimensional subspace embedded in the full 3 dimensional space.

3.2. Functional Mode Analysis based on Partial Least
Squares

PCA was developed to find the largest variance along a linear vector in the data
space. A priory it is often not clear if the motion with the largest variance is indeed
the functionally most relevant motion. Therefore more advanced methods which
are able to identify motions being correlated to a functional property are useful. To
fulfill the need for this a method called Functional Mode Analysis (FMA) has been
developed[78].
FMA uses a one dimensional functional property f and tries to predict this property
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by a linear combination of the data. The high dimension of the data in general leads
to the problem of overfitting. To overcome this problem a PCA can be conducted
first. Only the first n numbers of components of the new basis, given by the eigen-
vectors, are used as a dimensionality reduced data set. FMA builds a model that
describes the functional property by a linear combination of the data. The goodness
of fit can be tested by crossvalidation. To do so, some of the data points are left
out of the fitting procedure and subsequently the functional property for them is
recalculated by applying the model.
In FMA quite a large number of PCA components is needed. Therefore, the Partial
Least Squares extension of FMA (PLS) was introduced[79]. In PLS the dimension-
ality is reduced by a partial least squares regression instead of using PCA. In a
mathematical sense a model is defined such that

f = bT ·V + ε (3.2)

maximizes the covariance of the new coordinates V in reference to the functional
property f. b is the model that describes the mapping from the coordinates to
the functional property while ε describes the residual to be minimized in PLS. To
calculate the new coordinates an iterative procedure is applied which defines the
new basis such that the basisvectors are orthogonal to each other.

3.3. Essential Dynamics

Essential Dynamics (ED) uses predefined collective coordinates to alter the motions
sampled by MD. This collective coordinates can come from other analysis tools e.g.
PCA or PLS. In the first implementation sampling was limited to the principal
components only[80]. By the reduction of conformational space transitions in the
simulation might actually be prevented artificially. Therefore later implementations
also included the other degrees of freedom and only enhance or restrict the sampling
in the direction of the collective coordinate.
One way of enhancing the sampling into the direction of one collective coordinate
is to grow a potential at the point of dense sampling. This additional repulsive
potential increases the possibility to move away from the potential minimum. This
method is called conformational flooding[81, 82].
The method used in this theses uses an additional potential along a set of collective
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coordinates. This potential is chosen to be attractive and therefore the dynamics of
the protein is reduced in one dimension. A harmonic potential is the simplest choice.
For the spring constant of the potential different values can be tested. While the
collective coordinate chosen is restricted to stay close to its target value, all other
coordinates are free to move. Due to the orthogonality of the dimensions, the motion
in the other dimensions should not be affected if they are independent.
Therefore, if in contrast, a large effect is induced along one of the other coordinates,
this hints at an interplay between the motion being altered directly by ED and
the motion being influenced by this. While a lot of methods are able to detect a
correlation it is often hard to identify the causal relationship between one motion
and another. This is made accessible by this method.

3.4. Disassembly into Orthogonal Motions

Figure 3.2.: Swissroll The popular swis-
srole embedding of 2D subspace into a 3D
space. Source: macs.citadel.edu

The relative motion of the subunits,
called the quaternary motion, and the
internal motions of the subunits, called
the tertiary motion, are motions in or-
thogonal spaces. To separate the qua-
ternary from the tertiary motions an al-
gorithm was developed by Vesper and
de Groot[83]. Motions in the tertiary
space can easily be detected by solely
locking at the subunits independently.
This can be done by splitting the trajec-
tory into trajectories consisting of one
subunit only. By fitting the trajectory
of the single subunits onto the starting

structure of the simulation, the overall rotational and translational degrees of free-
dom are removed. The removed degrees of freedom then resemble the basis of the
quaternary motion. To get the quaternary motion the starting structures of the
subunits are fitted independently onto the trajectories of the single subunits and
subsequently the motion of the rigid subunits are merged.
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(a) The motion of the subunits relative
to each other can be separated from the
internal motions of a subunit. The rea-
son for that is the orthogonality of the
vector spaces spanned by the subspace of
relative (quaternary) and internal (ter-
tiary) motions.

(b) The overall motion of the protein
is disassembled into a quaternary and a
tertiary part for each frame individually.
Combining the quaternary and tertiary
motion the overall motion can be recov-
ered. Adapted from [83].

Figure 3.3.: Tertiary - Quaternary disassemble of a trajectory
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3.5. Simulation Setup

The simulations used for the majority of the analyses are the same as used before
by Vesper and de Groot[53]. The starting structure was the T state structure taken
from the Protein Data Bank (PDB) with the ID 2HHB[84]. While the reference
structure for the R state often used in the analysis has the PDB ID 1IRD[85].
All simulations were run using the GROMACS 4.5.3 software. Simulations which
are simulated later (noted in the respective results section) are simulated using
GROMACS 4.6. For all simulations the force field used was GROMOS 43a2[86].
The simulations were performed in explicit SPC water[87] in a box with periodic
boundary conditions. As a salt concentration 150mM of sodium chloride was chosen
and sodium ions are added to neutralize the simulation box. The box was chosen
to be dodecahedral. For the electrostatic interactions PME[66, 88] was applied.
Short range non polar interactions were described by the Lennard-Jones potential
and were cut off at 1.4 nm. LINCS[64] and SETTLE[89] were used to constrain
protein and water bond lengths allowing a time step of 2 fs. The neighbor lists were
updated every 10 steps. The simulation temperature was hold constant at T=300K
using the velocity rescaling[70] algorithm with a time constant of t = 2.5 ps. For the
pressure coupling the Parrinello-Rahman barostate[71] was applied to keep the box
at a pressure of 1 bar. Here a time constant of τ = 5ps was applied.
For the simulations run by Vesper and de Groot a simulation of 200 ps with position
restrains on the backbone was used after the energy minimization for relaxation.
These restrains are not applied for the new set of simulations.

3.6. Basis

The basis of the work presented in this thesis is the work by Hub et el.[75] and
Vesper and de Groot[53]. Hub et al. found a spontaneous transition of Hb from
the T to the R state. When starting the simulation from the R or the R2 state the
simulations sample the R state only. Hub et al. concluded that the simulation of
Hb shows a preference for the R state. This contradicts the experimental prediction
to find the unliganded Hb predominantly in its deoxy T state. Nevertheless it is
not an isolated result as various other simulation based studies on Hb showed the
same tendency towards the R state[90, 91]. Hub et al. detected the correlation
between the quaternary or intersubunit motion and the tertiary or intrasubunit
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motion. In this stage of the work the tertiary motion was defined as the motion
within the subunits. This has not changed in the following, but Hub et al. defined
the quaternary motion as the overall motion of the protein. Vesper and de Groot[53]
developed a method to define the quaternary motion as the intersubunit motion
only (see section 3.4). While Hub et al. searched for correlations between the first
PCA vector of the tertiary and quaternary space Vesper and de Groot used the
PLS analysis (see section 3.2) to identify the motion in tertiary space being most
correlated to the quaternary motion. They found this motion to be quite different to
the crystallographic transition of the subunits as described by the difference vector
of the R and T state. On the other hand the quaternary motion could be identified
to be similar to the crystallographic T→R transition.
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4. Results and Discussion

In the preceding chapters an overview of the state of the research in general as well
as of the state of hemoglobin research was reported. The following sections report
on the new findings as obtained in the course of the master project. All methods
used in these sections are described in chapter 3.
The main branches of the project are (i) the investigation of a functional relation
between the quaternary and the tertiary motion which goes beyond a correlation, as
well as (ii) an investigation on the backbone - sidechain coupling in Hemoglobin to
find communication-pathways in the protein and (iii) a PLS based contact analysis
to address the intersubunit communication via formation and breaking of contacts.

4.1. Tertiary - Quaternary coupling

This section is split into two logical subsection. In the first subsection a preliminary
result from Hub et al.[75], who reported a stronger coupling of the tertiary motion
of the β subunits than of the α subunits to the quaternary motion, is investigated
with the method of PLS. This is followed by a further investigation of the coupling
between tertiary and quaternary motion in general. As Vesper and de Groot[53]
found a strong correlation between the first eigenvector of the quaternary motion
and a collective vector in tertiary space the question of functional coupling beyond
correlation remained unanswered. This will be addressed in the second subsection.

4.1.1. Correlational asymmetry of α and β subunits

In 2010 Hub et al. investigated the coupling between the tertiary and quaternary
motion in Hb[75]. In their study they used the difference vector between the R
and the T state of Hb as represented by the X-ray structures 2HHB (T state [84])
and 1IRD (R state [85]). For the tertiary motions the difference vector of the
single subunits was used. Onto these two vectors the trajectories were projected.
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4. Results and Discussion

Figure 4.1.: No d ifference in correla-
tion between subunits The histogram
shows the Pearson correlation of the orig-
inal data for Qv and the predicted PLS
model data constructed from half of the
trajectories. Different bars correspond to
different subunits. Values displayed are
from the half of the trajectories not used
for model building (crossvalidation only).
Errorbars are standard deviation.

For the shared information between
the projections of the trajectories onto
the two vectors, Mutual Information[92]
was applied. Mutual Information is
a measure of the content of informa-
tion that is shared between two prop-
erties. In this case the two properties
under investigation had been the ter-
tiary and quaternary space. When in-
vestigating the mutual information of
the quaternary - tertiary coupling, Hub
et al. found that the quaternary mo-
tion shares more information with the
tertiary motion of the β subunits than
with the tertiary motion of the α sub-
units. This resulted in a T→R transi-
tion model where the tertiary transition
(t→r) of the β subunits precede the ter-
tiary transition of the α subunits.
Vesper and de Groot introduced the us-

age of PLS (see section 3.2) as well as a novel method to separate the trajectory
into orthogonal vectorspaces of quaternary and tertiary only motions (see section
3.4)[53]. By having the quaternary-only and tertiary-only motion a more appropri-
ate disassembly of the vector space was found to address the same question. The
analysis is further improved by PLS to find the highest possible correlation between
the functional mode of the quaternary transition as described by the first eigenvec-
tor of the PCA analysis. This enables us to study a higher dimensional subset.
The first eigenvector of the PCA analysis of the quaternary only motion was taken
and the trajectory of the quaternary motion was projected on that motion. This
formes the functional property needed as a one dimensional input data for the PLS
analysis. Subsequently the PLS analysis was run on the tertiary only motions of the
different subunits. To calculate the error as well as the mean, a subset, consisting
of the half of the trajectories, was used to build a model. This was followed by the
prediction of a single trajectory by the model calculated. For the prediction a value
for the correlation between the prediction and the original data was calculated us-
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4.1. Tertiary - Quaternary coupling

ing Pearson correlation. This was done for all trajectories independently. From the
correlation values calculated for the crossvalidation, a mean was calculated as well
as the standard deviation. The result is shown in figure 4.1. Here the bars are the
mean values of the Pearson correlation for the different subunits and the errorbars
are the standard deviations.

In figure 4.1 the mean of the different subunits varies notably. The trend reported
by Hub et al.[75] is not be confirmed by this analysis. Neither a trend towards a
stronger coupling between the quaternary motion and the tertiary motion of the β
subunits can be identified nor a difference between the 1 (i. e. α1 and β1) and 2
subunits is found. All the differences between the subunits are within the error.
While Hub et al. predicted a concerted motion in which the β subunits of Hb un-
dergo the transition before the α subunits do so this could not be confirmed looking
at the quaternary - tertiary coupling in the orthogonal vector space and with the
motions of highest functional correlation.
A possible explanation for the results is the difference of tertiary motion. Vesper
and de Groot found that the quaternary transition vector, as given by a PCA anal-
ysis on the quaternary only motion, is highly similar to the X-ray difference vector.
But a similar analysis on the vector found by the PLS analysis to identify the most
correlated motion in tertiary space revealed the difference for the vector of the ter-
tiary motion to the tertiary crystallographic difference vector. As the PLS vector is
more strongly coupled to the quaternary motion, it is more likely to be the correct
tertiary transition taking place in the allosteric transition of Hb than the difference
vector given by the X-ray difference between the R and T state. This adds weight to
the analysis of the transition by the method presented here and therefore leaves it
unclear which role the difference vector between the X-ray structures plays. These
results motivated us to revise the model of Hub et al. including the new findings
resulting in the model shown in figure 4.3 a). Here the transition of the subunits
occurs simultaneously and is either preceded or followed by the quaternary change.

In addition Hub et al. investigated the sequence of events in which the tertiary
and quaternary transition of the different subunits occurs. As the interpretation of
the tertiary motion changed drastically, a new investigation on the sequence of events
was therefore performed. To detect a delayed coupling between the quaternary and
tertiary motion the single trajectories were taken and frames of the tertiary motion
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Figure 4.2.: No evidence for delay To detect a delay of the quaternary or tertiary
motion a timeshifted PLS analysis was run to find the best fitting time shift. The
inset is a zoom-in at the time around zero. Here the results are demonstrated
independently for the different subunits. No better match for the PLS analysis can
be found than the data without any timeshift. However referring to figure 4.1 it has
be noted that the results have to be interpreted with care as the errors seem to be
non-negligible.
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4.1. Tertiary - Quaternary coupling

were removed at the end or the beginning. To remain with the same number of
datapoints as frames, the same number of points were removed from the functional
property only at other end (i. e. if a frame is removed at the beginning a data point
is removed at the end and vice versa). This resulted in a shift of the assignment
between the functional property and the frame in the trajectory. Subsequently the
trajectories were concatenated and half of them were used to build a model while the
other was used to crossvalidate the model. The results for the crossvalidation values
by the different time used for shifting are plotted in figure 4.2. For the analysis 10 ps
were the shortest delay possible to analyze. This was due to the trajectory output
frequency.
As can be seen for all subunits but the β1 subunit the best value for the crossvali-
dation is at a 0 ps time delay. For the β1 subunit the 0 ps time delay is minimally
worse than the values close to it. In general it seems as if the minimal time delay
gives the best results to predict the quaternary motion by the tertiary motion of the
different subunits.

The results suggest that a delay of the tertiary and quaternary coupling is not
present in the given trajectories. However, the results have to be interpreted with
care. Especially looking at the error of the individual subunits as demonstrated by
figure 4.1, a delay in the coupling can not be excluded at this point.
Therefore, we modified the transition model once more to also include this result.
This leads us to a transition from the T to the R state as depicted in figure 4.3
b). It is likely that the subunits transit simultaneously from the t to the r state.
Furthermore a simultaneous transition of the quaternary and the tertiary structure
from the T to the R state is suggested by the absence of a delay in the simulations.
Therefore the model depicted in figure 4.3 b) is the most likely way the Hb transits
from the T/t to the R/r state. However the model of 4.3 a) where a delay between
quaternary and tertiary transition is present can not be ruled out.

4.1.2. Essential Dynamics Simulations

So far the coupling of quaternary and tertiary motion was inspected by the cor-
relation of these motions in a free MD simulation. However the causal effect one
motion has on the other can not be identified by this analysis. To move beyond
correlation and to be able to address the interplay between the subspaces, formed
by the disassembly into quaternary and tertiary motions, Essential Dynamics (ED)
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Figure 4.3.: Schematic representation of transition pathway between R
and T state The figure is applied from [75]. In the original form a dominance of
the β tertiary - quaternary coupling led to the conclusion of a more likely tertiary
β r state than t state. As the result could not be confirmed in the current PLS
model the symmetry between the subunit is not broken. In a) the variant with a
timeshift involved in the transition is depicted. Taking the left route the transition
of the tertiary state of the independent subunits is followed by the transition of the
quaternary state. Conversely the right route shows the dominance of the quaternary
state transiting first to the R state and followed by the tertiary transition.
In b) the simultaneous route as suggested by figure 4.2 is depicted.
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was used to modify the simulations. By manipulating one collective coordinate the
effect on the other, orthogonal coordinates can be studied by ED. Therefore we are
able to move beyond correlation and get to an interaction between the orthogonal
motions.
To study the transition a set of MD simulations was performed. The simulations
were set up according to the protocol previously reported by Hub et al.[75] and
described in section 3.5. No equilibration with restrains on heavy atoms was per-
formed. Therefore the free simulations previously reported by Vesper and de Groot
[53] can not be used directly for comparison. The vectors used for the projection
(Tv and Qv) are the vectors previously obtained by Vesper and de Groot.
We performed 16 free MD simulations (free, black) as a reference set. In addition, 15
simulations were set up with 3 of the subunits restricted in their respective tertiary
t states (4 for α1, β1, α2 and 3 for β2) while one subunit is simulated freely (3 SU
restricted in t, red). These simulations were performed to investigate the effect of
the tertiary motion on the quaternary motion as well as on the tertiary motion of
the other subunits. The restrictions are inflicted on the protein by applying a har-
monic potential on the collective coordinate obtained from the PLS analysis (Tv).
After using different force constants we chose it to be 200 kJ/mol/nm2. This force
constant was found to be enough to hold the subunit in the respective state but
does not restrict it too much. For the same purpose another set of simulations was
performed with one subunit being chosen from a random structure being clearly
in the r state. This r state subunit is fitted on the respective subunit in the Hb
starting structure and subsequently the subunit of the starting structure is replaced
by the r state structure. The result is a starting structure that has three subunits
in the t state, one subunit in the r state and has the quaternary structure of the T
state. That gives an additional starting structure for a set of simulations where the
remaining t state subunits are restricted once more in their starting states. This
gives another set of 3 simulations with α1, 3 with β1, 4 with α2 and 4 with β2 taken
from r. The same setup procedure was used without restricting the subunits starting
from the t state yielding another set of 16 simulations with 4 simulations with each
of the 4 subunits starting from the r state (same, but 1 started from r, green). One
more set of simulations was performed where all of the subunits were chosen with r
state starting structures. They were all fitted onto the quaternary T state to have
a quaternary T state starting structure with a tertiary r state starting structure
(free,started from r, blue). The last set of simulations were free simulations with all
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Figure 4.4.: Quaternary projection of ED simulations The black line shows
the transition along the first PCA eigenvector of the quaternary motion (Qv) for a
free MD simulation. In red the transition for 3 subunits being restricted in tertiary
t state are shown. The green curve shows the same setup as the red curve only
with the free subunit being started from the tertiary r state. The last, blue curve,
is again a free MD simulation. Here the subunits are chosen from a structure being
in the R state and are then fitted to a quaternary T state starting configuration.
Error-bars are errors of the mean.

of the subunits freely moving but with the quaternary T state being fixed by the
same harmonic potential before applied to the tertiary motion (Tv free, restricted
in T(Qv), yellow). This yields another 16 simulations.
To analyze the trajectories the simulations are projected onto the first quaternary
PCA eigenvector (Qv) already used by Vesper and de Groot. From the simulations
the average projection at a certain time is calculated as well as the standard er-
ror of the mean. The evolution of the different simulations along the quaternary
vector (Qv) can be read from figure 4.4. For the projection on the tertiary vector
the respective PLS vector (Tv) proposed by Vesper and de Groot was used. The
results are shown in figures 4.5 a)-d). For the simulations where 3 of the subunits
were manipulated by ED only the freely moving subunits were used to calculate the
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mean and its error in the projection to the Tv vector. All of the projections were
scaled such that +1.0 resembles roughly the T/t state and -1.0 is around the R/r
state.
The projection of the free simulations is the reference for the simulations with the
manipulated subunits. Among them are the simulations started from the same
2HHB initial T state structure but with the harmonic potential applied to three of
the four subunits to stay in the tertiary t state. As can be seen in figure 4.5 these
simulations do also show a restriction on the quaternary transition. While the free
simulations transit from the T to the R state the restricted simulations have a sig-
nificantly reduced tendency for the transition. The late states, after 30 ns, seem to
be equilibrated and it is unlikely that a further transition will occur. For the same
setup where the freely simulated subunit was taken from the r state, the projection
onto the Qv vector does not show a significant difference to the free simulations.
Comparing the restricted simulations with the free subunit started from t and from
r a significant difference can be noted. A much faster transition from the T to the
R state along the Qv vector can be found in the simulation when all four subunits
started from the r state. This set of simulations moves within the first 10 ns from
the T to the R state and remains there.

It seems that a tertiary restriction of three of the subunits leads to a significant
restriction of the quaternary motion. This restriction can be overcome by one single
subunit starting from the tertiary r state. Apparently in the case the entire T to
R transition is enabled by the subunit starting from r. When looking at the simu-
lations where all the subunits are started from the r state, the very fast transition
from the T to the R state is to be noticed.
All these findings together hint at a strong coupling of the quaternary motion to
the tertiary motion. The question from the beginning if the coupling goes beyond
a correlation can at least be confirmed in the sense that the tertiary motion can
alter the quaternary motion. Apparently one subunit moved to the tertiary t state
suffices to overcome the restriction by three of the subunits being kept in the t state.

The projections on the Tv vector are displayed in figure 4.5. When comparing
the free simulations with the simulations having three subunits in the tertiary t
state no significant difference can be found in any of the different subunits. For the
simulations where the restriction was applied on the T state of the quaternary Qv
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(a) For subunit 1 = α1 (b) For subunit 2 = β1

(c) For subunit 3 = α2 (d) For subunit 4 = β2

Figure 4.5.: Tertiary projection of the ED simulations The progression of
the different subunits along the difference vector predicted by PLS (Tv) are shown.
In black the free simulations are shown. The red curve demonstrates the behavior
of a free subunit if the other three subunits are restricted to the tertiary t state.
Simulations displayed in green have the same setup but the free subunit initially
starts from the tertiary r state. Blue curves show free simulations where all subunits
are started from a tertiary r state. In the yellow colored trajectories the protein was
retained in the quaternary T state.
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vector no significant effect could be identified either. The two sets of simulations
where the subunits started in the r states do not show a significant difference to
each other nor do they show any transition. Both of them stay within the region
defined as the r state.

The finding that the tertiary motion can alter the quaternary motion significantly,
might be in accord with the finding of Olsen et al.[93](information only from sec-
ondary sources) who found that the tertiary motion is needed to stabilize the quater-
nary state. In contrast it is rather surprising that we could not identify a significant
influence of the quaternary motion on the tertiary motion nor could we find a mod-
ification of the tertiary motion by the tertiary motion of the other subunits. This is
in contrast to the tertiary two-state (TTS) model[94] that suggests the quaternary
motion as a key player for the tertiary transition.
However, it can not be excluded that the a different tertiary motion is effected either
by one of the other tertiary motions or by the quaternary motion. This problem
arises from the limitation to only one collective coordinate given by the tertiary PLS
vector (Tv) for the subunits.

4.2. Extension to Backbone - Sidechain coupling

In previous studies chain-like networks in proteins connecting the active side to
distant sites were identified[95]. If these networks exist, the conformation in the
residues forming that network has to be changed due to the transition of the pro-
tein. Therefore it appears to be a reasonable approach to try to directly identify the
conformational change on the level of involved residues. This conformational change
would be correlated to a functional property that is in our case given by the qua-
ternary transition. To identify the most correlated change due to the transition of
the states in quaternary space the previously described PLS analysis appears to be
a suitable approach. The change in the backbone of the protein is mainly the tran-
sition from one state to the other. Apart from direct interactions the information
of the conformation of the backbone can indirectly be passed on by the sidechain
conformation. If the information would only travel along the backbone it would
have to travel a long way from the reactive center (in Hb being the Heme group) to
the intersubunit surface. A much shorter pathway can be found taking into account
sidechain interactions. Therefore it is likely that the sidechain - sidechain commu-
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nication plays a crucial role in the transmission of information from the reactive
center to the intersubunit interface.
To identify if such pathways exist the trajectories were disentangled into a backbone-
only and sidechain-only motion. These can be seen once more as a disassembly into
orthogonal motions as previously used for the tertiary - quaternary separation. As
the quaternary motion forms a subspace of the backbone motion the PCA projec-
tion, previously used to describe the T to R transition in hemoglobin, it can be
used once more as the transition vector describing the transition in a one dimen-
sional way and representing the backbone space. The information discarded in this
analysis is the backbone rearrangement within a subunit. This is done on purpose
as it was taken into account before when studying the quaternary - tertiary coupling.

Figure 4.6.: Backbone fitting The
backbone is fitted to the backbone of
the reference structure. Therefore the
sidechain motion only can be analyzed by
the PLS tool.

To be able to get the sidechain-only mo-
tion the residues are written to individ-
ual files. On these individual trajecto-
ries a fitting of the backbone to the orig-
inal starting conformation is performed.
This is used to remove the backbone
motion from the overall motion of the
residue. What remains is the sidechain
rearrangement. To address the question
if the sidechain motion is induced by
the conformational shift of Hb the PLS
analysis was run on the trajectories con-

taining the sidechain motion only. Half of the trajectories were used for building
the PLS model while a second half was used to calculate crossvalidation values.
To extract a value giving the correlation to the conformational transition, the PLS
analysis was run with different numbers of PLS vectors. The value for the number
of PLS components that gave the best result was taken to represent the correlation
of the residue to the conformational transition. The number of PLS components
describing the transition best were typically between 2 and 5 components.
To visualize the values found the crossvalidation values were projected as b-factors
onto the structure of hemoglobin (see figure 4.7). To be able to read the projec-
tion, residues with a crossvalidation value larger then 0.1 were represented in a stick
representation. In fig 4.7a one of the sidechains (see table 4.1) is dominating the
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(a) All sidechains with crossvalidation >
0.1 shown.

(b) The sidechain with the highest cross-
validation is set to 0.

(c) Reference data from Suel et al.[55].

Figure 4.7.: PLS crossvalidation for single sidechains The crossvalidation
values for the single sidechains are projected onto the structure of Hb. The red
color corresponds to high values while the blue values correspond to low values. All
sidechains not shown are below the cut off value of 0.1 for the cross validation.
After removing the sidechain with the highest crossvalidation is removed all
sidechains with a high value are on the interface of the 1 and 2 subunits. The
data can be compared to the findings from Suel et al. represented by c.
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Subunit Residuetype Residuenumber Cross validation
α2 PHE 36 0.51
α1 ASP 94 0.43
α2 PHE 43 0.42
β2 GLY 83 0.41
β2 LYS 82 0.41
β1 HIS 146 0.41
β2 LEU 81 0.40

Table 4.1.: Residues with highest cross validation The table of residues cor-
respond to figure 4.7. The 7 residues highlighted red are identified here and given
together with their corresponding values for the cross validation.

color scheme. Therefore a second representation is given where the b-factor of this
residue was set to 0 (see figure 4.7b).
As can be seen the majority of the contributing residues can be found on the inter-
face between the 1 and 2 subunit. Only a single residue with a high contribution
is rather far away in the α2 subunit. Other mildly contributing sidechains can be
found at other places far from the 1/2 interface as well.

These findings are fitting the general view on key residues for allosteric pathways
found in the literature. Different studies showed that the important residues which
stabilize the T state can be found at the α1β2 and α2β1 tetramerization interface[96–
98]. These residues rearrange, leading to the elimination of key energetic interactions
which subsequently allow the relaxation of Hb to the R state[96, 99].
The finding of a single residue, not being on the interface but being majorly cor-
related with the transition, in the α2 subunit appears strange on first sight. But
a similar finding was reported before by Süel et al.[55]. Even if the residue is not
the same as found in their study, it appears to be in the same region of the α2

subunit. Another residue which was found previously to play a role in allosteric
pathways is the ASP94 of the α subunit. Here we only found ASP94 to contribute
in the α1 subunit but out of symmetry reasons a contribution in both α subunits
is more likely. The other subunits contributing majorly could not be identified in a
literature research.

This method seems to give a result that is in the case of Hb in good agreement
with the literature. Nevertheless the results should be considered with care as no
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errorbars were calculated so far. The only justification for the method comes from
the agreement with previous results. Even if it is unlikely that out of roughly 580
residues seven are identified to be majorly important which are in agreement with
previously found results in other studies or at least at hot spots, it could still be
coincidence.
To quantify this further we estimate that at each interface we find roughly 20
residues. Therefore by having two important interfaces we end up with 40 interface
residues which are possibly important. Not taking into account the residue which
probably corresponds to the residue found by Süel et al., we found six majorly im-
portant residues at the two interfaces. To make a guess on the likelihood of our
observation being a chance result we calculate the probability of finding 6 residues
to come from these 40 residues at the interface. The overall number of residues from
which we could choose is 574. Thus we have:

p =
5∏

i=0

40− i
574− i = 7.93 · 10−8 (4.1)

Therefore, we can almost exclude that the residues we found are coincidentally at
the interface.

4.3. Contact based PLS

In previous work the breaking of contacts, salt bridges or hydrogen bonds where
found to enable the allosteric transition[100–102], while others found the formation
of contacts on interfaces of a multimeric protein to be correlated to the quaternary
rearrangement[103]. To identify the formation or breaking of contacts in correlation
to the functional property of the quaternary transition (Qv) PLS was applied. Here
we try to identify the contacts which represent a single state (either T or R) to be
able to distinguish between R and T by the contact information only.
A modified version of the g_contacts[104] tool was used to extract contacts from the
trajectories. For this analysis only contacts on the interfaces between the different
subunits were taken into account. The list of contacts was converted into a matrix
consisting only of 0 and 1 for a contact being either absent or present in a frame.
To find a fitting interatomic distance to define a contact a set of PLS analysis were
performed with 3 different distances. We defined a distance cutoff to be 0.285, 0.300
and 0.315 nm. The results obtained for the correlation in the original data set with
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(a) Evaluation of the number of
PLS components

(b) Projection of the PLS model

Figure 4.8.: PLS contact analysis The PLS contact analysis tool is used to iden-
tify a suitable cutoff distance as well as the best number of components (subfigure
a). To see how well the best combination of number of components and cutoff dis-
tance (#components=7, cutoff=0.315 nm) works, a projection of the model (orange
points) together with the original data (blue points) is given in subfigure b.

the model built by PLS is shown in figure 4.8a separately for the training set, con-
sisting of the first half of the frames and the crossvalidation set, the second half of
the frames. The model is plotted in orange on top of the original data in blue. The
PLS analysis gives the vector that is used to recalculate the functional property.
This PLS vector is given in figure 4.9a. The black curve gives the contribution of
the contacts for the 0.285 nm analysis. In red the same contacts as already found for
0.285 nm are plotted for 0.315 nm. For 0.315 nm more contacts are found to break
or form than with the smaller distances. These additional contact changes, not be-
ing present for 0.285 nm, are displayed in green. In figure 4.9b the contributions
distribution is shown for the 0.3 nm analysis.
A small contribution (i.e. around 0) demonstrates the lack of importance for these
residues. They do not help to distinguish between the different states. Contacts
having a negative contribution are predominantly present in the R state. In con-
trast contacts with a positive value break at the T→R transition. As can be seen
from figure 4.9b the majority of the contacts do not contribute to the PLS model.
Only some of the contacts show a major contribution. When defining a larger dis-
tance not only residues with a minor contribution are added. This leads to the
difference of the PLS crossvalidation values between the 0.285 nm cutoff distance
and the 0.315 nm cutoff distance. For the shared contacts the correlation between
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(a) Independent contributions (b) Histogram of contributions

Figure 4.9.: Contributions of contacts (a) When performing the PLS contact
analysis the contribution of the different contacts to the states is calculated. The
contribution to the contacts for the distance of 0.285 nm are given in black while the
same contacts for 0.315 nm are given in red and the contacts not being present in the
0.285 nm analysis are shown in green. (b) The contributions to the 0.3 nm analysis
is plotted as a histogram. The majority of the contacts have show a contribution
around 0.

the two distances is 0.79 which shows that a contact identified as important at the
smaller distance is likely to be also identified at the larger cutoff distance.
To verify the importance of the contacts with a high contribution we defined a cut-
off at an absolute contribution value of 0.1. In the initial matrix we eliminated all
contacts below this threshold. With only 25 contacts that remained we ran the same
PLS analysis again.
The results of the PLS contact analysis (see figure 4.10a) show, that the 25 contacts
with an absolute contribution above 0.1 still result in a model with a crossvalidation
value of 0.66. To map the result to the identified contacts table 4.2 is provided.
It gives the residues involved in the contact as well as the contribution to the PLS
model originally derived from the whole set of contacts.

As can be seen from table 4.2 the majority of the contacts identified as impor-
tant can be found at the intersection of the multimer (i. e. α1/α2 or β1/β2). How
to interpret this finding is unclear.
To analyze the effect on of the contacts further, the contact with the highest positive
and negative contribution were chosen and the presence of the contact was calcu-
lated. The result (see figure 4.11) shows that the negative values are apparently
only present in clearly R state like structures while the transitions not progressing
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Nr. residue 1 residue 2 contribution
1 α1 HIS103 β1 GLN131 0.111
2 α1 SER131 α2 ARG141 -0.118
3 α1 ARG141 α2 LEU2 -0.159
4 α1 THR38 β2 HIS97 -0.158
5 α1 TYR42 β2 TRP37 -0.119
6 β1 TYR145 α2 THR39 -0.103
7 β1 TYR145 α2 LYS40 -0.103
8 β1 VAL1 β2 LYS82 -0.120
9 β1 VAL1 β2 ASN139 -0.133

10 β1 VAL1 β2 HIS143 -0.156
11 β1 LEU81 β2 ASN139 -0.138
12 β1 LYS82 β2 ASN80 -0.139
13 β1 LYS82 β2 LEU81 -0.150
14 β1 THR84 β2 ASP79 -0.108
15 β1 LYS132 β2 HIS146 -0.126
16 β1 ASN139 β2 LEU81 -0.118
17 β1 ASN139 β2 ASN139 -0.113
18 β1 ASN139 β2 TYR145 -0.184
19 β1 ALA142 β2 ASN139 -0.110
20 β1 HIS143 β2 VAL1 -0.117
21 β1 HIS143 β2 ASP79 -0.108
22 β1 HIS143 β2 HIS143 -0.120
23 α2 ARG31 β2 GLN131 -0.129
24 α2 HIS103 β2 TYR35 -0.104
25 α2 ASP126 β2 TYR35 -0.144

Table 4.2.: Contacts identified by PLS contact analysis The 25 contacts
identified by the PLS contact analysis and later used for further analysis are listed
here. Given are the two residues involved in the contact as well as the contribution
to the PLS vector. A positive value represents the breaking of a bond on the T→R
transition while a negative value represents the formation of a bond. For this analysis
the cutoff for a bond was set to 0.315 nm.
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(a) PLS model with 25 contacts
only

(b) Contribution of top 25 contacts

Figure 4.10.: PLS contact analysis after 0.1 cutoff After defining an absolute
cutoff value of 0.1 the PLS analysis was run again on 25 contacts only. The results
show that these 25 contacts suffice to get a model that is close to the original data.

far enough on the quaternary transition vector do not correspond to a contact. The
positive contribution vector can be seen to describe a contact in the quaternary T
state. This contact appears to be present at the beginning of all trajectories. On
trajectories which do not undergo the full T→R transition the contact is not found
to break.
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Figure 4.11.: Mapping of contacts to transition For the analysis of the role of
the contacts the only contact with a positive contribution (α1 HIS103 - β1 GLN131)
and the one with the second highest negative contribution (β1 ASN139 - β2 TYR145)
are plotted on top of the T→R transition. As before the T state is at the top of the
graph while the R state is closer to the bottom. The line in the middle shows the
absence of a contact. If points are given in the sparsely populated lines above they
stand for a formed contact. As can be seen, if the positively contributing contact is
present the trajectory is mainly in the T state. If the negative contributing contact
is present the contact is always in a R state. But not always if the trajectory is in
an R state the contact is present as well.
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In this chapter we are going to review the main conclusions that can be drawn
from the presented studies and the effect it has on the understanding of allostery
in Hemoglobin. Furthermore we look into possible ways how to proceed with the
different branches being followed.

5.1. Conclusions

Our analysis of the coupling between the tertiary and quaternary motion suggests
that the most likely order of events in Hb is given by a simultaneous transition of
all subunits between the states. This transition is likely to occur together with the
quaternary transition as presented in figure 4.3. It is important to consider figure
4.3 as the average transition. This does not mean that in a single transition it is
excluded that a sequence of events take place rather than a simultaneous transition.
In contrast, we found the tertiary motion which is most correlated to the quaternary
transition not to be strongly coupled between the subunits as it would be expected
by a model that suggests simultaneous transitions. However that does not exclude
a tertiary coupling between motions being not captured by the tertiary PLS vector
(Tv). Only the quaternary motion could be identified to be indeed influenced by
the respective tertiary states of the subunits. The reverse, i. e. the influence of
the quaternary motion on the respective tertiary motions of the subunits, was not
found. This does not answer the central question how information is transmitted
from one binding site to another in Hb.
The method of backbone - sidechain coupling identified 7 residues to be majorly
important in the transmission of information along the sidechains. The residues
identified are in good agreement with literature results. Nevertheless, the quality of
the method remains unstudied as no errors could be provided.
The PLS analysis used on the contacts is a systematic approach to study contacts
in any two-state system. We managed to find a small subset of contacts which cor-

45



5. Conclusions and Outlook

relates majorly with the quaternary transition. These contacts are mainly between
the same type of subunit (α1 - α2 and β1 -β2). However, the role of these contacts
in allostery remains unknown.

5.2. Outlook

The method of backbone - sidechain coupling was able to identify residues previ-
ously found in Hb. Thus it appears that the method was suitable for the studied
system. The first goal should be to calculate errors for this method. Therefore an
approach being close to the one used before to calculate the errors of the tertiary -
quaternary coupling for the different subunits could be considered. For this purpose
the half of the trajectories could be chosen to be used for model building while a
single further trajectory could be used for crossvalidation. The errors resulting from
that would give a hint at the reliability of the method.
If this analysis would give satisfying results (i. e. a significant difference between
sidechains being considered as important and sidechains being considered as unim-
portant) the method is in principal not limited to the study of Hb only or even
to allostery and it can also be applied to identify pathways in other proteins. The
possibility to get results as good as in this case remains to be tested. It should be
worth a try.
In addition the residue found to contribute but does not sit on the interface should
be studied further. Therefore a restriction on that sidechain should be tested with
a comparable setup as used before for the ED simulations.

With the PLS contact analysis an analysis of all contacts in the protein should
be performed as well. So far only contacts on the interface were considered. Here
it is of special interest if there are also contacts within the different subunits that
are formed or broken at the transition. Furthermore a Monte-Carlo scheme could
be applied to identify if the subset of contacts which are defined by a symmetric
cutoff are really the optimal subset. We would expect an asymmetrically chosen
cutoff to perform better than the symmetric one. The reason is that the asymmetry
might arise from the asymmetry of the projection onto the quaternary vector. More
data points do represent the R state as the T state. Most likely a scaling needs
to be applied to correct for it. Another explanation for the asymmetry would be
that the ratio of contacts being broken is higher than the ratio of contacts being
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formed because of the rearrangement motion during the transition. However these
are speculations that remain to be verified.
To study the influence of the contacts being broken or formed, an ED simulation
in which a subset of the contacts are kept either formed or unformed would be a
possible setup. With such a study contacts could be found to use for example cross-
linking to stabilize one of the states in a protein. A possible application for such
analysis could be the improvement of crystallization.

In all parts of the presented study PLS was used as a key method. Therefore a
new multidimensional PLS, currently under development, could improve all of the
results by including more quaternary dimensions and thus use the entire quaternary
transition as the functional property.
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