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ABSTRACT Membrane electroporation is the method to directly transfer bioactive substances such as drugs and genes into
living cells, as well as preceding electrofusion. Although much information on the microscopic mechanism has been obtained
both from experiment and simulation, the existence and nature of possible intermediates is still unclear. To elucidate
intermediates of electropore formation by direct comparison with measured prepore formation kinetics, we have carried out 49
atomistic electroporation simulations on a palmitoyl-oleoyl-phosphatidylcholine bilayer for electric field strengths between 0.04
and 0.7 V/nm. A statistical theory is developed to facilitate direct comparison of experimental (macroscopic) prepore formation
kinetics with the (single event) preporation times derived from the simulations, which also allows us to extract an effective
number of lipids involved in each pore formation event. A linear dependency of the activation energy for prepore formation on
the applied field is seen, with quantitative agreement between experiment and simulation. The distribution of preporation times
suggests a four-state pore formation model. The model involves a first intermediate characterized by a differential tilt of the polar
lipid headgroups on both leaflets, and a second intermediate (prepore), where a polar chain across the bilayer is formed by 3–4
lipid headgroups and several water molecules, thereby providing a microscopic explanation for the polarizable volume derived
previously from the measured kinetics. An average pore radius of 0.47 6 0.15 nm is seen, in favorable agreement with
conductance measurements and electrooptical experiments of lipid vesicles.

INTRODUCTION

Membrane electroporation (MEP) is nowadays an estab-
lished technique to render cell membranes porous and per-
meable by applying electric pulses to cells in suspension (1),
adherent cells, and tissue. Historically, the structural concept
of MEP has been derived from functional changes such as
cell death (2), the nondestructive electro-release of intracel-
lular components from isolated organelles (3), and the
functional direct electro-uptake of naked gene DNA into
mouse lyoma cells (1). MEP is widely used for the efficient
direct electrotransfer of all kinds of bioactive substances, in
particular drugs and genes, not only in cell biology and
biotechnology but also in the new medical disciplines of
electrochemotherapy (4,5) and electrogenetherapy (6) used,
e.g., for vaccination (7,8) or in RNA transfection (9,10).
Other electroporative phenomena such as electrofusion of
cells (11,12) or electroinsertion of xenoproteins by non-
permeabilizing electroporation pulses at low voltages (13)
are intrinsically coupled to the structural changes of MEP.
The physical chemical data of cells and lipid model sys-

tems clearly indicates that the electric field effects involved in
MEP primarily reflect structural changes in the lipid part of
the biomembranes (14). Remarkably, a direct field effect on
the ionic-polar headgroups of the membrane lipids has been
suggested for the field-induced rearrangements of lipid

molecules leading to localized hydrophilic pores from the
very beginning (1). Interestingly, the conductance changes of
electroporated erythrocyte ghosts have been interpreted in
terms of nanometer-sized aqueous pores, quantified by nu-
merical values of pore radius and number of pores (15).
Conductive pores are also indicated in artificial lipid bilayer
systems, black lipid membranes, by the fluctuations of single-
conductance events (16,17). Both the time interval (delay
time) leading to the inevitable rupture of the black lipid
membranes and the time interval up to the onset of recorded
single current events have been documented as a function of
field strength (16,17). The dependence of the lag times on the
transmembrane voltage has been used to distinguish between
different pore formation theories (18). Besides electric pore
formation, electric pulses lead to field-induced vesicle shape
deformations (19). Deformations toward ellipsoids occur at
constant volume if the pulse duration is too short to permit
measurable release of intracellular salt ions. The shape
change is concomitant with an increase in the membrane
surface area, due to the entering of water to form pores,
thereby increasing the refractive index of the membrane. The
concomitant conductance increase and the (high-field) re-
lease of salt ions are clearcut indicators for conductive
aqueous pores (electropores). A variety of other transport
phenomena in unilamellar vesicles have also been interpreted
in terms of electropores (20).
Electrothermodynamically, the structural membrane changes

accompanying MEP have been quantitatively characterized
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in terms of the mean polarization volume vp; assuming cy-
lindrical pores where vp ¼ p " r2p " dm and dm ¼ 5 nm is the
membrane thickness, a mean pore radius rp can be deter-
mined. In lipid vesicles as well as in cell membranes, various
types of electropores occur: short-lived small pores (rp # 0.4
nm) and long-lived larger pores (rp $ 1 nm). In a recent
molecular-dynamics simulation study of a bilayer consisting
of.2300 lipids in an external electric field of E¼ 0.5 V/nm,
pores were found to grow up to 10 nm in diameter within the
accessible simulation time of,4 ns (21). After formation of a
single-file water defect, pores grew quickly in size, without
an observable intermediate and without an observed limit in
pore size (21). The field-dependence of pore formation times
was not studied. Recently, a strong alignment of lipid head-
groups within the pore region was reported (22). In another
study, time-dependent electric fields mimicking nanosecond
pulses used in experiments were employed (23,24); however,
compared to the former study by Tieleman (21), no signifi-
cant influence of the modified pulse shape on pore formation
was reported. Gurtovenko and Vattulainen (25–27) subse-
quently showed transient pore formation in phospholipid
bilayers induced solely through charge imbalance across the
bilayer. A stabilizing effect of proteins (gramicidin) on
phospholipid bilayers was found both from the measured
increased voltage-threshold for electroporation for gramici-
din-doped bilayers with respect to pure phospholipid bilayers
(28) and in simulations by the decreased typical pore for-
mation times for a protein-free membrane with respect to a
gramicidin-lipid system (29). Phosphatidylserine (PS)
translocation in asymmetric bilayers has been shown to occur
after electropore formation (30).
Finally, high external voltages were hypothesized to in-

duce nanoscale membrane fragmentation, possibly of im-
portance for electrofusion of membranes (31).
A characteristic feature of MEP is the occurrence of field-

dependent temporal lag phases, both in the conductance
relaxations of spherical erythrocyte ghosts (15) and lipid
vesicles and in the metastable planar lipid bilayers (16). The
lag-phases clearly precede the onset of the actual pore for-
mations. Due to the tension exerted by the lipid torus, pore
formation in the metastable bilayers leads, however, to rup-
ture of the bilayer. The dependence of this lag time on the
transmembrane voltage has been used to distinguish between
different pore formation theories (18). Electrooptical and
conductometrical data of salt-filled vesicles in isoosmolar
sucrose solution yield a delayed exponential increase in the
fraction of hydrophilic pores associated with a surface area
increase due to water entrance as a function of time t (32).
The delay time constant decreases with increasing field
strength and requires two intermediate preporation steps.
Despite these achievements, several questions remain

unanswered (see, e.g., (33) for a review). For example, an
intermediate on the way to hydrophilic pores has been pro-
posed and tentatively been assigned a hydrophobic pore (see
Fig. 1) on the basis of kinetic measurements (16,34). Also,

conductance measurements on planar lipid bilayers showed
the existence of a nonconductive prepore state (17). How-
ever, in none of the simulations such a hydrophobic pore has
been observed. Accordingly, the structural features of such
an intermediate are still unknown. In particular, it is still
unclear how transient exposure of larger hydrophobic lipid
tail surface areas can be avoided before the thermody-
namically much more plausible inverted hydrophilic pore is
formed—which otherwise would imply a free energy barrier
that is much too large to account for the observed kinetics
with time constants of tp ¼ 0.5. . .5 ms (32).
A second line of questions concerns the primary event that

ultimately initiates pore formation, as well as triggering
events. Sheer fluctuations of membrane defects have been
suggested as one possible trigger, but the specific mechanism
remains unclear. Atomic scale simulations (21,23–25,29,
35,36) indicated a water defect in the membrane as the first
step of pore formation. This primary event will determine the
electric field dependency of electropore formation.
A third issue is that, to our very best knowledge, no attempt

has been made so far to quantitatively relate the pore for-
mation times observed in simulations to measured pore for-
mation kinetics, such that up to now the simulations have not
been rigorously validated against experiment. As we will
detail below, such a comparison is highly nontrivial and
complicated for two reasons. First, the usual implementation
of external electric fields in molecular dynamics force fields
using particle mesh Ewald (PME) and periodic boundary
conditions allow—contrary to naive expectation—no direct
control of the electric field strength within the simulation
system. Rather, the external electric field strength effectively
applied depends on the polarizability of the system and,
hence, varies with position and time during the simulation.
This effect is here accounted for by explicit determination of
the local electric field from the simulations. Second, the ex-
perimental observable—the pore formation kinetics, char-
acterized by time constants t—is conceptually different from
the mean pore formation time Æt*æ as derived from the sim-
ulations. In particular, the ensemble average t is independent
of the size of the lipid patch considered; in contrast, the
probability of observing a first pore in a small simulation
patch increases with patch size and, hence, Æt*æ decreases. A
framework therefore needs to be formulated which properly
relates these two quantities to each other.
In summary, the details of the molecular mechanism of

MEP are still controversially discussed. The details of the
action of the electric field on the lipid molecules as well as on
the positional dynamics of the lipids within the bilayer are not
yet sufficiently characterized at the atomic level.
Here, we present an atomistic model for the processes

leading finally to the formation of aqueous pores. Our ap-
proach is based on extensive molecular dynamics simulations
of phospholipid bilayers in electric fields of low (0.04 V/nm)
to high (0.7 V/nm) strengths, totaling ;1 ms. We will com-
pare the obtained distribution of microscopic lag times pre-
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ceding pore formation with experimental lag times obtained
from the kinetics of an ensemble of unilamellar vesicles in
suspension. The obtained pore formation times will then be
analyzed within a coherent kinetic framework. Furthermore,
interactions between the lipids and adjacent water layers are
revisited and analyzed in detail. The equilibrium size of an
electropore is studied for an intermediate electric field. A
comprehensive molecular picture of the molecular mecha-
nism of MEP is obtained, consistent with available experi-
mental data.

METHODS

Molecular dynamics simulations

Bilayer patches composed of 128 (system A) and 512 (system B) palmitoyl-
oleoyl-phosphatidylcholine (POPC) lipids surrounded by explicit water were

studied. The small system was used for studying the pore formation kinetics,

requiring many simulations at varying field strengths. The four times larger

system was used for the study of a stable electropore. A preequilibrated
POPC bilayer (37) was used as a start structure. Force field parameters for the

lipids were taken from Berger et al. (38), and the parameters for the unsat-

urated carbons from the GROMOS87 force field. All simulations were

performed in a periodic box filled with .5100 SPC (39) water molecules
corresponding to a hydration level of ;37 waters/lipid, yielding a total

system size of .21,000 (88,000) atoms (Fig. 2). Ions were only considered

within simulation system B, because it was shown that their influence on the

electrostatic field across the membrane is negligible (37) and because
(equilibrated) ions showed little influence on the electropore formation

process in MD simulations of a DOPC bilayer (21). Test simulations (data

not shown) of the investigated POPC bilayer did not reveal any significant
participation of ions in the pore formation process, too.

The relatively small size of system A enabled us to carry out 48 simu-

lations with different external electric field strengths ranging from 0.7 V/nm

down to 0.1 V/nm (see Table 1). Additionally, to investigate stable hydro-
philic pores in the nanometer range at close-to physiological conditions, the

larger system B (see Fig. 2) was simulated at 100 mMNa1Cl$ concentration

until a prepore was formed (after 900 ps at an electric field of 0.5 V/nm) and

subsequently at a decreased field strength of 0.04 V/nm for 50 ns (for details,
see below).

Field-induced structural changes of the bilayer were obtained by com-

parison with a previously described 200-ns simulation of a POPC bilayer
with 128 POPC lipids without external electric field (37,40). The total sim-

ulation time of the described simulations was 0.88 ms for the 128 POPC

system and 40 ns for the 512 POPC system.

All MD simulations were carried out using the GROMACS simulation
suite (41,42). Application of the LINCS (43) and SETTLE (44) methods

allowed for an integration step size of 2 fs. Electrostatic interactions were

calculated with PME (45) with tinfoil boundary conditions (46,47). The

temperature was coupled to an external temperature bath (48) at 300 K with a
coupling constant of tT¼ 0.1 ps separately for the lipids and the solvent. The

pressure was kept constant by weak semiisotropic coupling to a pressure bath

(48) with tp ¼ 1 ps (separately for the lateral and normal directions).
In the MD simulations, an external electric field Eext was applied parallel

to the membrane normal z, i.e., perpendicular to the bilayer surface. This was
done by including additional forces Fi ¼ qiEext acting on all charged atoms i
within the simulation system. Accordingly, dipoles with the effective dipole
momentm are subjected to a torque T ¼ m 3 Eeff, where E is the effective

field strength at the position of the dipole.

Lipid protrusions

Protrusions of individual lipids into or out of the bilayer were counted as
follows. The monolayer surfaces were approximated by a Gaussian fit (width

0.88 nm) of the center of mass of the lipid headgroups of the respective layers

to a grid with spacing 0.57 nm. Individual lipids were subsequently counted

as protrusions if their headgroup center of mass deviates in direction of the
bilayer normal by .0.6 nm from the neighboring grid positions. To avoid

double-counting, lipids already identified as protrusions were not counted in

subsequent timesteps until they have approached the grid to ,0.2 nm.

Pore formation times

For each of the 48 simulations, prepore formation times were determined by

visual inspection of snapshots taken from the simulations. A prepore was

defined to be established if a closed water file connects both lipid leaflets.

Determination of the effective electric field in
the simulations

The effective macroscopic electric field E in our periodic boundary simu-
lation setup depends on the choice of the (infinite) PME electrostatic

boundary conditions and, therefore, needs careful consideration. In partic-

ular, it will not be identical to the applied field Eext. We note in this context
that the total macroscopic electric field inside a pure water box is given by the

sum of the external electric field Eext and the depolarization field Edep

originating from the induced polarization of the medium:

E ¼ Eext 1Edep: (1)

As in previous simulations (21–24,26,30,36), tin-foil boundary conditions

have been used in this study, which counteract surface charges induced by

the dipoles within the simulation cell. As a result of this choice—and in harsh
contrast to any experimental situation—the macroscopic electric field within

a homogenic dielectricum such as pure water is enforced by the applied

boundary conditions to equal the external field (49),

E ¼ Eext; (2)

and, therefore, cannot be related to experiment in a comparably straightfor-

ward manner. For a homogeneous medium, comparison of the two equations
allows us to calculate the external field effectively applied under these

circumstances.

FIGURE 1 Sketch of a cross section through

a lipid bilayer: ideal, at E ¼ 0 V/m (A), a small

hydrophobic pore intermediate (B) during elec-
tropore formation, and the stable hydrophilic
pore (C), where the pore wall contains tilted

lipids with the dipolar headgroups aligned par-

allel to the external field vector Eext. u is the

average angle between the (lipid) molecular
dipole moment (m) and Eext. On the cathodic

side, uc¼ 706 2", and on the anodic side, ua¼
110 6 2".
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For the general case of an inhomogeneous dielectric, however, the po-
larization

P ¼ ðe$ eNÞeoE (3)

is linked to the total macroscopic field (eN is the dielectric constant for

induced electronic polarization), such that the polarization (and also the total

electric field strength) will vary with position and time as well as with the

geometry of the system. During simulations of the electropore formation
process, in particular, the membrane geometry changes drastically, thus

implying considerable changes in the (total) electric field strengths.

Whereas analytic solutions for homogeneous dipole distributions are
known (50), here the situation is complicated by the fact that the alternating

lipid phases (low dielectric medium) and water phases (high dielectric) in the

periodic simulation setup reduce the effective electric field with respect to a

homogeneous system discussed above. The macroscopic fields within the
water phase (thickness dW, dielectric constant eW) and the lipid phase (dL, eL,
d ¼ dW 1 dL) are given by

EW ¼ d

dW 1 dL
eW
eL

Eext; (4)

and

EL ¼
d

dL 1 dW
eL
eW

Eext: (5)

However, the dielectric constant of the lipid phase dL in this simplified setup

with two well-separated phases is unknown. Therefore, rather than aiming at

an analytic treatment of the heterogenous system at hand, we here used the
average water dipole orientation within the bulk phase seen in our simula-

tions as a probe for the effective macroscopic electric field within this phase

(see also Tieleman and Berendsen (51)). We note that this problem cannot be

overcome by changing the boundary conditions; whereas other boundary
conditions (e.g., e ¼ 1 or e ¼ 80) will cause smaller artifacts, their analytic

treatment for the homogeneous case is more involved.We therefore preferred

to use tinfoil boundary conditions for this purpose.
Accordingly, we related the measured average bulk water dipole orien-

tation Æmw,eff(E)æ in the heterogenous system at hand to the one predicted for a

homogenous infinite system and deduced the macroscopic electric field EW

inducing the respective orientation according to Eqs. 2 and 3,

Æmw;effðEÞæ ¼
1

n0

P; (6)

with the number of water molecules per unit volume n0. In Eq. 3, the

dielectric constant e is field-dependent. In the Onsager-Kirkwood-Fröhlich

model of dielectric polarization (52), the dielectric constant can be expressed as

eðEÞ ¼ eN 1 n0g
m2

w

2kBT
1$ 1

15

3mwE

2kBT

! "2

1 . . .

( )

: (7)

TABLE 1 Simulated lipid bilayer systems and applied electric
field strengths

System No. of lipids Applied electric field Simulation times

A 128 POPC 0.1–0.7 V/nm 0.3–200 ns
B 512 POPC 0.04 V/nm 50 ns

FIGURE 2 Simulation system with 512 POPC lipids
after prepore formation (snapshot after 900 ps) at an electric

field strength of E ¼ 0.5 V/nm (A) and after 50 ns

subsequent equilibration at a decreased field strength of

E¼ 0.04 V/nm (B). Lipid tails are depicted as yellow sticks,
the choline groups as blue spheres, the phosphor atoms in

green, lipid oxygen atoms in orange, and lipid head carbon

atoms in gray. Water is shown in stick representation (A)
and in space-filled representation (B), respectively. In panel
B, a cut through the center of the pore is shown.
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The value eN # 2.0 is approximately similar to the square of the optical

refractive index n,mw is the dipole moment of water molecules in bulk water,

g ¼ 2.6 is a factor measuring intermolecular correlations, and T is the ab-

solute temperature (see also (53) for a thorough discussion of dielectric
constants obtained fromMD simulations). Fig. 3 shows the bulk water dipole

moments Æmw,effæ from our bilayer simulations as a function of the applied

external electric field and as a function of the computed macroscopic electric

fields EW (from Eq. 3) in the water phase and EL in the lipid phase (see
below). The macroscopic field for the water phase of the simulated water-

bilayer system is smaller by a factor of #13 than the applied external field

(note that the dielectric constant varies by ,0.2% for the investigated field
strengths EW). From the total thickness of the water phase dW and of the lipid

phase dL, we can now derive the voltageUL across the lipid bilayer according to

UL ¼ Utot $ UW; (8)

¼ Utot $ dWEW: (9)

Utot ¼ Eextd is the total voltage across the simulation box of length d # 7.45

nm normal to the membrane. Because UL is also given by

UL ¼
dL

eL

eW
dW

UW; (10)

Eqs. 9 and 10 enable us to determine both the voltage across the lipid bilayer
and the dielectric constant eL of the membrane (dL,W is the lipid bilayer/water

slab thickness). The macroscopic electric field EL across the membrane is

then given by

EL ¼
UL

dL

: (11)

The field EL is larger by a factor 1.75 than the external electric field (see
Fig. 3), the membrane dielectric constant varies between 2.74 and 2.75 for

the field strengths investigated (with dL ¼ 4.11 nm determined from

the simulations, computed as the distance between the phosphorus atoms

of both monolayers).

In summary, the effective macroscopic field is different for both bulk

water phase and the lipid phase from the applied external field (similar to the

experimental situation). For the study of a hydrophilic pore in equilibrium,

the external field was decreased after a prepore was formed to keep the
effective field in the pore region similar to the situation before the pore was

formed.

Determination of the effective electric field in
the experiments

In the experiments, the calculation of the voltage across membranes has to
additionally consider the fact that ionic solutions are used. Accordingly, in

planar lipid membrane patches, the field E across a membrane results in an

average membrane field EM (to be compared with the macroscopic field EL

determined from the simulations) of

EM ¼ E

eM
¼ UM

dM

: (12)

Here,UM is the voltage across themembrane and eM the dielectric constant of

the nonpolar lipid phase. The actual distance dM is given by the ions charging

both sides of the membrane. Cations may bind close to the hydrophobic core

to the carbonyl oxygens (37,40,54) while anions form a diffusive ion layer
close to the membrane surface. For simplicity, we assumed in the following

that the voltage drops across the membrane thickness dM # 4.2 nm.

The external field Eext across spherical vesicles of radius rV induces a field

Epole across the membrane at the vesicle pole caps of

EM # 3

2

rV
dM

Eext fl; (13)

where fl (#1) is the field reduction factor for conductive membranes (18).
For small unilamellar vesicles of radius rv ¼ 90 nm, the ratio of the

membrane field and the external field is given by EM/Eext # 27 at zero

membrane conductivity ( fl¼ 1). For the fast timescales considered here, it is

important to take into account that the membrane field builds up according to

EMðtÞ ¼ EMð1$ e$t=tpolÞ; (14)

where tpol ¼ 80 ns is the ionic polarization time constant of the Maxwell/

Wagner polarization of these small vesicles. At t ¼ 80 ns, the membrane is

charged up to 64%. Since it is not known whether the polarization time
constants are field-dependent, the numerical values of field strength EM used

here represent the upper limit and the calculated values for the field strengths

are probably smaller than those given. As an example, the external field

strength Eext ¼ 1 MV/m corresponds to an applied macroscopic field of
strength E ¼ 0.027 V/nm.

To compare the kinetics of the field-induced pore formation between

experiment and simulation we determined the time delay t* for pore for-
mation (32). The experimental delay time tdelay is given by tdelay ¼ t* 1
tmachine, where tmachine ¼ 0.15 ms is the machine response time (32).

Comparison of pore formation times
with experiment

As already mentioned, comparison of pore formation kinetics derived from

our simulations with experimental data is not straightforward. In particular,

pore formation times derived from simulation, t*, are a different observable
than the kinetic time constants t seen, e.g., in vesicle swelling assays (32),

and, therefore, the obtained values cannot directly be compared.

To properly relate t and t*, we consider a (macroscopic) membrane patch
of initial area A(t¼ 0)¼ A0, subjected at time t¼ 0 to a constant electric field

E which is oriented perpendicular to the patch. As the simplest kinetic

scheme consistent with the experimental data (32), we assume the sequential

reaction shown in Fig. 4. It comprises two intermediates—a tilted lipid
headgroup intermediate T and a prepore intermediate Q. As suggested from

FIGURE 3 Average effective bulk water dipole moments Æmw,effæ in field

direction as a function of the applied electric field Eext and as a function of

the macroscopic electric field in the water EW and in the lipid phase EL (see
text). The dashed line shows the average water dipole moment according to

Eq. 3 as a function of EW. The total molecular dipole moment for the SPC

water model is 2.27 D (61), from experiment a value of 2.9 6 0.6 D was

reported (62).
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the simulations, the latter is characterized by a single membrane spanning file

of 3–5 polar lipid headgroups and water molecules.

A mean prepore formation time ÆtTQæ and a time constant tT for lipid
tilting were extracted from each of the simulations. To determine tT, the
average z-component of the lipid headgroup dipole was determined as a

function of time. The initial part of the resulting traces (¼ minf10 ns, Tg, T
total simulation length) was fitted with a single exponential, yielding the rate
coefficient tT. For ÆtTQæ, each of the 48 simulations was visually inspected

and the instance of single file completion was determined manually (compare

to Fig. 9). Note that, in contrast to tT, ÆtTQæ is not assumed to follow from a

single exponential decay, hence the different notation.
Although pore formation was observed in most of the simulations, we

preferred to analyze prepore formation times over pore formation times for

comparison with experiment, because after prepore formation the effective

field applied in the simulations is difficult to control, or even to assess. In
particular, for the PME method with external field and tinfoil boundary

conditions applied here, the effective field is expected to drastically increase

after formation of a high-dielectric membrane spanning bridge of water and
lipid headgroups. Accordingly, pore formation is likely severely accelerated

after formation of the prepore intermediate Q, which precludes direct com-

parison with experiment.

The probability of pore formation per unit area and unit time under the
influence of an external electric field is here described by the three rate co-

efficients defined in Fig. 4. Each newly formed pore will 1), increase the total

area of the patch, A(t) (which is measured in the vesicle swelling assay) by an

amount of DA; and 2), decrease the area of intact membrane available for
subsequent pore formation events.

Denoting the number of lipid molecules associated with the closed

state by nC(t), the number of lipid molecules associated with the tilted state
by nT(t), the number of prepore states (each involving possibly several

lipids) by NQ(t), and the number of formed pores by NP(t), the

following kinetic equations follow from Fig. 4, with rate coefficients kT, kQ,
and kP:

_nC ¼ $kTnC; (15)

_nT ¼ kTnC $ kQnT $ kPPNQ; (16)

_NQ ¼ 1

Q
kQnT $ kPNQ; (17)

_NP ¼ kPNQ: (18)

Here, back-reactions are neglected. Note that nC and nT, respectively, count
numbers of lipids, whereas NQ and NP count numbers of water/lipid files and

pores, respectively, each involving several lipids. The numbers Q and P
quantify the number of lipids that is removed from the pool of lipids available

for future prepore and pore formation, respectively, by each (pre)pore

formation event. In particular, for each formed pore, there are P 1 Q less
lipid molecules available for future pore formation.

From the assumed sequential scheme, and further assuming that the first

two intermediates do not involve significant lipid area changes, the relative

surface area increase f(t) seen in the experiment follows

f ðtÞ ¼ f0 1$ xPe
$t=tP 1 xQe

$t=tQ $ xTe
$t=tT

h i
; (19)

with time constants tT, tQ, tP. Due to uncertainties of the fit, only tP and
tT 1 tQ could be determined reliably; for the individual tT and tQ, large
uncertainties are involved in the fits to the relative increase in surface area
(32). Solving the above kinetic equation for the initial conditions nC(t¼ 0)¼
N0 (the number of lipid molecules in the system) and nT(t¼ 0)¼NQ(t¼ 0)¼
NP(t ¼ 0) ¼ 0, one obtains

kQ ¼ tQ 1 tP
2tPtQ

6

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðtP 1 tQÞ2

4t2Pt
2

Q

$ Q

P1Q

1

tPtQ

s

: (20)

Because the tilting of the lipid bilayer headgroups involves an ensemble
average for both, the experiment and the simulation (containing N0 lipid

molecules), tT can be directly compared to experiment.

For tQ and tP, in contrast, note that simulations enable one to observe
individual pore formation events. Typically, and also in this work, each of the

48 simulations was stopped after formation of the first pore because the

changed spatial distribution of the dielectric constant of the system due to

pore formation would complicate the quantitative interpretation of subse-
quent pore formation events.

Hence, the observable that is obtained from simulation is a mean first pore

formation time,

Æt'æ ¼ tT 1
1

N0kQ
; (21)

i.e., the average time required for the first pore formation event for the N0

lipid molecules in the simulation system. Here, on the single pore level, Q
and P do not enter. Instead, and in contrast to the ensemble measurements,
the mean pore formation time depends on the size N0 of the simulation

system, a fact which has not been considered in previous studies (21,23,24).

Combining Eqs. 20 and 21, the ratio P/Q has been determined from

comparison of the experimental kQ with the one obtained from simulation.

Distribution of individual pore formation times

The distribution of the pore formation times obtained from the 48 simulation

runs was analyzed and compared to one-step kinetics (no intermediate) and

two-step kinetic (one intermediate), respectively. Because histograms from

only 48 data points suffer from large statistical errors and, hence, are difficult
to compare, cumulative distributions were determined and used.

From the simulation data (see Fig. 11), the distribution of pore formation

time with respect to the linear fit was determined by first subtracting the fit

FIGURE 4 Kinetic model of pore formation. In a first
step, resulting in intermediate T, the polar lipid headgroups

become tilted. Tilting occurs in opposite directions for the

two leaflets. In a second step, Q, one or two lipid head-

groups and a few water molecules intrude into the bilayer
and form a polar chain. Pore formation, P, is the last step

considered in this work.
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function from the (logarithmic) pore formation times and subsequent accu-

mulation.

For one-step kinetics, the pore formation times should follow an expo-

nential distribution, p1(t) } exp($t/t1), with one time constant t1¼ tTQ. For
two-step kinetics, a Poisson statistics of first order, p2(t) } t exp(–t/t2) is
expected. For simplicity, t2 ¼ tT ¼ tQ was chosen such that the respective

average pore formation times are identical; this choice turned out to be

sufficient to explain the data. To also assess the scatter of the cumulative
distributions due to the small number of 48 events, 48 pore formation times

were chosen at random from the two distributions. This was done several

times, and the scatter of the obtained cumulative frequencies was compared
to the cumulative frequencies obtained from the simulation data.

RESULTS AND DISCUSSION

Influence of external electric fields on
lipid bilayers

To investigate the effects of electric fields on lipid bilayers,
lipid head dipole orientation distributions were analyzed both
for the low-field simulations (E ¼ 0.1 V/nm and E ¼ 0.3
V/nm) and for the high-field simulations (aboveE¼ 0.3 V/nm)
(Fig. 5). For the high-field simulations, only the part pre-
ceding pore formation of the respective trajectory was used.
For the two low-field simulations, no pores were observed
despite the extended simulation length of 100 ns and 200 ns,
respectively.
In all simulations, the applied electric field had only a

minor effect on the area per lipid (data not shown). In con-
trast, and as shown in Fig. 5, the average angle between the
lipid dipoles and the membrane normal changed markedly,
with clear differences for the two monolayers. For the
monolayer of which the lipid dipoles are oriented in the di-
rection of the applied field (cathodic leaflet), the dipoles tend
to align with the field, as seen from the decreasing angle with

increasing field strength (shaded diamonds). For the opposite
monolayer (anodic leaflet), the dipoles tend to point toward
the bilayer core (solid). The changes in the dipole orientation
at moderate to high field strengths are larger for the anodic
leaflet as compared to the cathodic leaflet. It is interesting to
note that this is connected to a relative increase of the lipid
dipole moment in field direction of #30% for the cathodic
leaflet (at Eext¼ 0.6 V/nm) but of#40% for the anodic leaflet
(see also Fig. 10).
The change in preferred lipid dipole orientation is also seen

in more detail in the dipole angle probability distribution
(Fig. 6), where the unperturbed (zero-field) angle distribu-
tions (red) are compared with those obtained for E¼ 0.1, 0.3,
and 0.393 V/nm (yellow, green, and blue curves). Further-
more, the distributions show that at an electric field strength
of 0.393 V/nm,;35% of the headgroups of the anodic leaflet
(lower panel) enclose an angle of ,90" with the bilayer
normal in direction of the applied external electric field (blue
line), i.e., point toward the bilayer core, compared to only
28% for the field-free case ($90"). For the cathodic leaflet,
the respective fraction is reduced by the field to 20%. Inter-
estingly, for a small electric field (0.1 V/nm), the lipid dipole
distribution for the anodic leaflet hardly changes. The field-

FIGURE 5 Average lipid dipole orientation. Shown are the average
angles u to the membrane normal in the direction of the applied external

electric field separately for the two monolayers as a function of the applied

field strength. The dashed lines show a linear fit to the data.

FIGURE 6 Lipid dipole angle probability density P(uL) as a function of

the angle uL with respect to the membrane normal in the direction of the

applied external electric field, separately for the two monolayers and for
different field strengths (color-coded).
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induced asymmetry in lipid dipole distribution between the
two lipid leaflets implies, in turn, a tiny change in the average
field-induced torque on the lipid dipoles. While the average
torque is decreased for the cathodic leaflet due to lipid reor-
ientation by 1.5% (0.3 V/nm), it is hardly changed for the
anodic leaflet (10.2%).
How and to what extent does this pronounced asymmetry

between the two monolayers—in particular, the different
lipid headgroup orientation—affect bilayer dynamics and
possibly destabilize the membranes? It is, e.g., conceivable
that lipids in the cathodic leaflet pack more closely together
due to the stronger lipid dipole alignment, whereas the op-
posite lipids of the anodic leaflet would occupy a larger area
due to the fact that more lipid dipoles are oriented perpen-
dicular to the bilayer normal. This differential electric field
effect on the lipid area would then enhance protrusions or
small-scale undulations.
Fig. 7 supports this picture. Shown is the number of single-

lipid protrusions (as defined in Methods) per nanosecond
observed in the simulations for the above four field strengths,
which fluctuate strongly (note that only the first 40 ns of the
0.393 V/nm trajectory (blue) were used, because subse-
quently pore formation started). As expected, the average
numbers of single-lipid protrusions (dashed lines) increases
from (1.56 0.1) ns$1 for the zero-field case to;(3.96 0.4)
ns$1 for E ¼ 0.393 V/nm. No significant difference in the
protrusion frequency between the anodic and the cathodic
leaflets was observed. The fact that no significant difference
is seen between the unperturbed simulation and the one with
low field strength E ¼ 0.1 V/nm, whereas large differences
occur for the higher field strengths, points toward a strongly
nonlinear (e.g., exponential) behavior. Clearly, more statis-
tics would be required to test whether the number of pro-
trusions actually grows exponentially with field strength,
which is outside the scope of this article.

Influence of external electric fields on
interfacial water

The asymmetry of the lipid headgroup orientation between
the two monolayers induces a corresponding asymmetry in
the interfacial water regions, which can be seen from the
orientational distribution of water molecules in these regions.
Fig. 8 shows histograms of the time-averaged water dipole
orientation with respect to the membrane normal as a func-
tion of distance z from the center of the bilayer for the un-
perturbed case (Fig. 8 A) and for the three field strengths
considered above (Fig. 8, B–D).
As can be seen, already for the zero-field case, water

molecules within the hydrophilic lipid headgroup region and a
few Angstroms beyond show a pronounced preference for
anti-parallel dipole orientations with respect to the lipid di-
poles (orange and red in Fig. 8). As has been shown before,
this anisotropy even overcompensates for the electrostatic
potential jump caused by the lipid dipoles (37), which un-
derscores the strong influence of interfacial water on mem-
brane electrostatics. Dipoles of the bound water molecules
close to the bilayer core almost exclusively point toward the
interior of the bilayer (angles 0–90" for the left layer, 90–180"
for the right layer, respectively), as evidenced by the asym-
metric dipole distribution close to the hydrophobic core (blue).
As shown in Fig. 8, B–D, the external electric field causes

an additional water polarization, as clearly seen in the bulk
water region for larger electric fields (Fig. 8 D). The maxi-

FIGURE 7 Number of protrusions (per nanosecond) for various electric
field strengths. The averages are shown as dashed lines.

FIGURE 8 Average water molecule dipole distributions. Shown are the

dipole angle (u) distributions with respect to the z axis as a function of
position across the bilayer (z) for four different simulations with different

field strengths (A, E ¼ 0.0 V/nm; B, E ¼ 0.1 V/nm; C, E ¼ 0.3 V/nm; and

D, E ¼ 0.393 V/nm). The distributions are weighted with sin(u). The color
reflects the relative water density for the particular angle u of the respective

slice, e.g., in the green colored regions, the water dipoles are isotropically

distributed and in the red areas, a 50% excess of the affected angles with

respect to the bulk water phase is observed. In the lipid headgroup region,
the water dipoles are oppositely directed to the lipid dipoles, i.e., they are

pointing into the hydrophobic core.
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mum of the water dipole distribution in the cathodic inter-
facial region (z . 0 nm) is decreased and increased in the
anodic region (z, 0 nm). In summary, electric fields alter the
preferential orientation of water molecules at the lipid/water
interface in an asymmetric manner.

Pore formation induced by electric fields

We now focus at pore formation; a representative example
for E ¼ 0.395 V/nm is shown in Fig. 9. For this relatively
weak field strength, it took 18.7 ns in this particular case for
pore formation to start. Once started, pore formation pro-
ceeded quickly within 0.5 ns, as to be expected for an activated
process. In the snapshots, the lipids are shown in shading
(hydrophobic tails as sticks, hydrophilic heads a spheres). Two
selected lipids, which are involved in the primary steps of
pore formation, are highlighted in orange; their lipid head
dipoles are indicated by the colored nitrogen (blue) and phos-
phate atoms (magenta). Also highlighted in yellow are water
molecules that participate in this primary event.
As also in all other simulations, pore formation starts with

protrusions from the opposing monolayers into the mem-
brane interior. Within such protrusions, lipids protruding
from the anodic monolayer (here, lower layer) tend to change
their lipid dipole orientation, thereby strongly perturbing the
orientation of its fatty acyl chains. This perturbation, together
with the fact that the hydrophilic headgroups of the pro-
truding lipids drag their water shell toward the membrane
interior, causes subsequent thinning of the hydrophobic bi-
layer core. This creates an enhanced probability for the for-
mation of a membrane-spanning water file (at Dt ¼ 0.1 ns,
water molecules in yellow), which in turn drives the lipid
headgroup further toward the hydrophobic core. We em-

phasize that each of the 48 observed pore formation events is
preceded by the occurrence of such membrane spanning
water files, which we therefore denote as a prepore formation
intermediate. Although we cannot rule out occasional water
files that do not induce pore formation, generally, this seems
to be the ‘‘event of no return,’’ and pore formation always
starts immediately after occurrence of the water file. As the
protruding polar lipid groups drag further water molecules, a
dielectric avalanche involving several dozens of water mol-
ecules starts, thereby forming the pore. We note that the latter
steps after the formation of the prepore are drastically en-
hanced due to a changing effective macroscopic field implied
by the change in system geometry (see Methods). Appar-
ently, the probability for the triggering water file is enhanced
if two protrusions from opposing leaflets form simulta-
neously face-to-face, and, indeed, this situation is often seen
in our simulation before pore formation.

Bilayer electrostatics

To understand the forces that drag water molecules and polar
lipid headgroups toward the hydrophobic bilayer core, we
have analyzed the electric potential and the electric field
across the bilayer as well as the resulting forces on these
dipoles, as shown in Fig. 10 for the unperturbed case (black)
and for E ¼ 0.1 V/nm (blue) and E ¼ 0.3 V/nm (red), re-
spectively. Note that the shown forces refer to the preferred
dipole orientation, as discussed above.
As must be expected, the drop of the potential U(z) caused

by the external field (Fig. 10 A) occurs mainly within the low-
dielectric membrane core. The electric field in direction of the
bilayer normal, Ez¼ –@zU, thus varies in this region between
simulations with different external electric fields, too (B). It is

FIGURE 9 Primary electroporation events.

Shown are snapshots of the electropore forma-
tion at E ¼ 0.395 V/nm (after 18.7 ns). Lipids

and water molecules guiding the initial steps are

highlighted, the lipid headgroups are shown as

gray balls, water oxygens as red balls, and lipid
tails as sticks. Water molecules forming the

initial membrane-spanning water file are col-

ored yellow.
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positive, exhibiting an asymmetry between the two leaflets in
the transition region between hydrophilic headgroups and
fatty acyl chains (shaded). A bump appears on the side of the
anodic monolayer (at ;2.5 nm) which is due to the (differ-
ential) shift of the lipid dipole angles of this layer toward
values .90" (see Fig. 6).
As seen in Fig. 10 C, the force F (given in pN/D) acting on

the dipole of a water molecule increases in the interfacial
anodic region with increasing field strength, whereas it de-
creases at the opposite interfacial cathodic region. For suffi-
ciently strong electric fields (.0.2 V/nm), the force in the
interfacial anodic region changes direction (red line) and thus
pulls water molecules with a dipole orientation in direction of
the external field (green arrows in Fig. 10 C, compare Fig. 8)
into the hydrophobic core. In the interfacial cathodic region,
in contrast, the forces on water dipoles act toward the head-
groups. Therefore, the poration process preferably starts with
water molecules protruding the lipid bilayer from the anodic
monolayer toward the bilayer core. Interestingly, for asym-
metric bilayers with a PS in the cathodic leaflet, pore for-
mation preferentially starts from the cathodic leaflet (30).

The depicted forces also show why water molecules usu-
ally do not enter the bilayer core in the absence of an external
electric field. A force well in the interfacial region of both
leaflets attracts the water dipoles in direction of the head-
groups and thereby confines them.

Analysis of prepore formation times

Pore formation has been observed in 48 simulations with
electric field strengths ranging from0.36–0.70V/nm. Fig. 11A
shows the (logarithmic) pore formation times t* (shaded),
determined as the time span between onset of the electric field
and observation of the first closed water/lipid file across the
membrane core (state Q). The solid data points were derived
from the measured swelling kinetics as described inMethods.
Assuming one main activation barrier, the distribution of
pore formation times can be described by the Ansatz,

t' ¼ t'0e
$

R
ÆDmædE

kBT ; (22)

with the change in the average activation dipole moment Æmæ
upon the pore formation event. The pore formation times
obtained both from experiment and from the simulations
follow a simple exponential (dashed line),FIGURE 10 Electrostatic potential (A), field strength (B), and force on a

dipole of strength 1 D (1 Debye ¼ 3.33564 " 10$30 Cm) (C) across the lipid
bilayer for three different field strengths. The region imposing asymmetry

among the two monolayers is shaded. The direction of the external applied

electric field is given by a solid arrow (B), the average water dipole direction
by green arrows (C). The electric field strengths were obtained by integration
of the averaged charge density across the bilayer, after summing the charges

per slice (box divided in 200 slices), the electrostatic potential was computed

by double integration of the charge density. The force on a dipole was
obtained by numerical differentiation of the electric field strength. The force

was smoothed with a Gaussian with a width of 0.08 nm.

FIGURE 11 Preporation time t* (simulation, shaded symbols) and exper-
imental time constant tT 1 tQ (solid symbols, A), and pore formation rate

coefficient kQ (B) as a function of the effective macroscopic electric field EL

across the lipid bilayer. Data from experiment are shown in solid represen-
tation (32). The dashed line is a fit to the simulation data according to t* ;
exp ($DmEL).

1846 Böckmann et al.

Biophysical Journal 95(4) 1837–1850



t' ; e$
DmEL
kBT ; (23)

with a scatter of expected size (see below), i.e., ÆDmæ can be
treated as being independent of the field strength EL. From
the fit to the data, a change in dipole moment in direction of
the external field of ÆDmæ # 30 " 10$30 Cm was obtained.
Thus pore formation is accompanied by a change in dipole
moment of only ;9 D. With this single fit parameter, excel-
lent agreement with experiment is seen (Fig. 11). Further-
more, the data rule out a quadratic dependence of the
activation energy for prepore formation on the electric field,
as has been proposed for the pore formation process (55).
Note that the effective field EF, which determines the torque
m3EF on a dipolem, usually differs from EL by a factor a,
1, as described by the Fröhlich theory: For hydrated sphe-
roidal dipoles, the Froehlich field is EF ¼ ðehsÞ=ðehs1ðeN $
ehsÞAaÞEhs; with Ehs ¼ ðeW=ehsÞEW the field strength within
the hydration shell (52). Using the hydrated lipid headgroup
values Aa¼ 0.14, ehs ¼ 5, and eN ¼ 2.0 (52,56), one obtains
as a simple estimate EF# 0.5EL. Thus, ÆDmæ is a lower bound
for the activation dipole moment.
Fig. 11 B shows the prepore formation rate coefficient kQ

both for the simulation data and for the experiment. From
Eqs. 20 and 21, a ratio of the numbers of lipids involved in
prepore (Q) and pore (P) formation, P/Q # 35, is obtained;
hence, insertingQ# 4 (estimated from prepore intermediates
observed in the simulations) yields P # 140, i.e., each pore
removes;140 lipids from the pool of all lipids available for
subsequent pores. Thus, for the chosen simulation system
with 128 lipids one would expect not more than one pore to
form. From this result one would predict that pores are sep-
arated typically by ;7 nm.

Distribution of individual pore formation times

To describe the measured membrane area kinetics (32), three
exponentials have been found to be necessary, which implies
(at least) one intermediate between the closed state C and the
prepore state Q.
From visual inspection of the pore formation simulations,

however, no such intermediate could be identified, which

raises the question if such an intermediate actually exists in
the simulations. To address this question, we compared the
(cumulative) distribution of pore formation times (normal-
ized by the linear fit which describes the field dependence,
dashed line in Fig. 11) to the distributions (bold lines) ex-
pected for a one-step process (Fig. 12, left) and that expected
for a two-step process (right). For both kinetics, 20 samples
of 48 each were drawn from the respective distribution func-
tions (see Methods) and plotted as an ensemble of cumulative
distribution functions (thin lines), thus quantifying the scatter
of distribution functions expected for the small (48) number
of pore formation times.
As can be seen, the distribution obtained from the pore

formation simulations differs significantly from the distri-
butions expected for a one-step kinetics with no intermedi-
ates (left). Clearly, parts of the distribution lie outside the
ensemble drawn from a one-step process. In contrast, a two-
step process (right) apparently describes the simulation data
perfectly well. From this, we conclude that also in the sim-
ulations an intermediate occurs, which we identify with the
intermediate with tilted lipid headgroups described above.
The simulation agrees with the available experimental data in
that it predicts the same reaction scheme. Values for the time
constant tT for lipid tilting determined from the simulations
(see Methods) range between 0.1 ns (large field strengths)
and 5 ns (low field strengths). Experimentally, this time
constant can be estimated from a fit to the surface increase of
vesicles due to electropore formation. In line with the simu-
lation results, tT increases for smaller electric field strengths.
It varies between 0.7 ms and 0.1 ms for electric membrane
fields between 0.054 V/nm and 0.135 V/nm (these values are
subject to large error bars, estimated to 50%).

Characteristics of a stable electropore

The equilibrium properties of an electropore were studied for
a larger bilayer system with 512 POPC molecules. A pore
intermediate was formed first at a high external field strength
of 0.5 V/nm. Subsequently, the simulation was continued at a
decreased field strength of 0.04 V/nm to avoid artificially
increased effective electric fields in the pore region due to

FIGURE 12 E-field-normalized cu-

mulative distribution functions (thick
shaded lines, logarithmic timescale) ob-

tained from the 48 individual poration

times observed in the molecular dynam-
ics simulations. (Left) Superimposed are

25 cumulative distribution functions for

48 events each, drawn from an expo-

nential distribution, corresponding to a
one-step kinetics with no intermediates.

(Right) Here, the 25 cumulative distri-

butions were drawn from two-step ki-

netics, i.e., assuming one intermediate.
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artifacts introduced by the periodic boundary conditions (see
Methods). The decreased external field strength was chosen
such as to keep the effective macroscopic electric fields in the
pore region stable. It has to be noted, however, that the
electric field strength across intact parts of the lipid bilayer is
significantly lowered with respect to the initial pore-inducing
electric field.
The number of lipids aligning the hydrophilic pore

(compare Fig. 2) equilibrates within 20 ns to ;8 (10)
(number of lipids with phosphate group within 0.7 (0.9) nm
from the bilayer center). The average number of water mol-
ecules within these regions of the pore is 57 (75), comparable
to pores induced by charge imbalance across the membrane
(27). The effective pore area is estimated to only 0.7 6 0.4
nm2 from the difference of the total area between the bilayer
patch containing the pore and a control simulation (50 ns
without electric field, data not shown). The corresponding
pore radius of 0.476 0.15 nm is in good agreement with the
mean pore radius derived from conductivity measurements
on planar lipid membranes (5 Å) (57) or electrooptical ex-
periments (0.35 6 0.05 nm) (34,32).

SUMMARY AND CONCLUSIONS

Despite a number of experimental and theoretical studies, the
detailed mechanism underlying electropore formation has so
far been unresolved. Experiments led to the concept of an
intermediate hydrophobic pore during the transition to hy-
drophilic pores (16,58) or even require to assume a second
intermediate (32). Here we provided atomic insight by
molecular dynamics simulations of the poration process.
Electropore formation was found to be accelerated by asym-
metrical changes in the preferred dipole orientations between
the two monolayers of both lipids and water molecules in
the presence of external electric fields across the membrane,
resulting in asymmetrical electric fields especially in the
transition region between the hydrophobic core and the
hydrophilic headgroup region (see also Tieleman (21)). Prob-
ably coupled to this asymmetry, the number of lipid protru-
sions increased significantly. This finding is supported by
previous simulation studies reporting increased electric field
strengths required for pore formation for an octane slab (21)
or a POPC bilayer with all partial atomic charges set to zero
(22). As also reported earlier (21), field gradients at the in-
terface lipid headgroup/hydrophobic core were seen to ef-
fectively decrease the free energy barrier for pore formation.
Different from the case of asymmetric PS/PC membranes
(30), pore formation preferentially started at the anodic
leaflet.
However, previous simulations did not provide interme-

diate states and equilibrium pore sizes. Here, by analysis of
48 poration simulations performed for different electric field
strengths, simulation results could be reconciled with ex-
perimental findings. In particular, by analyses of the distri-
bution of prepore formation times and comparison to kinetic

experiments, we suggest two intermediates: a state with mod-
ified headgroup orientation (T), depending on the strength of
the external field; and a prepore state (Q) with a closed water-
lipid file across the membrane (Fig. 4). Such a defect was
described before as the initial step of pore formation (21,27).
The prepore intermediate is likely to be nonconductive and
thus may be identified as the intermediate found in conduc-
tance measurements on planar lipid bilayers (17). Further, an
analysis of the effective electric fields acting across lipid
bilayers in typical simulation setups enabled the study of the
equilibrium properties of a stable hydrophilic pore. In agree-
ment with experiment, a pore radius of 0.5 nm was deter-
mined, with;10 lipid headgroups tilting into the hydrophobic
core forming a hydrophilic pore. Previously observed growing
pores (10 nm radius within few nanoseconds) when applying
external electric fields in periodic boundary simulations us-
ing PME (21) are potentially caused by artificially enhanced
electric fields in the pore region. This view is supported by a
recent study of pore formation induced by imbalanced ion
concentrations on both sides of the membrane (25) where
such artifacts have been avoided. Pore sizes in this non-
equilibrium study were similar to the ones observed here.
In a recent study based on poration experiments at low

applied voltages (17), the logarithmic creation times for
single membrane pores, the pore formation times, were as-
sumed to show a quadratic dependence on the voltage (55). In
the absence of electric fields, Wohlert et al. found a quadratic
dependency of the free energy of a pore for radii,0.3 nm and
a linear behavior above (59). Here, we investigated the dis-
tribution of prepore formation times both on experimental
and simulation timescales. The formation of a single prepore
can be described by a single exponential, the activation en-
ergy DGz being linear to the applied effective electric field
across the membrane. The simulation data together with the
experimental data rule out a purely quadratic dependency of
DGz on the transmembrane voltage, as would be expected
from mere consideration of the change in the pore’s capaci-
tance (see Weaver and Chizmadzhev for a thorough review
on the theory of electroporation (18)).
This work involves the first direct comparison of electro-

pore formation between experiment and molecular dynamics
simulation. The statistical theory presented here shows that
straightforward comparison between experimental time
constants of pore formation, being ensemble averages, can-
not directly be carried out with the times observed in simu-
lations for the formation of the first pore, as these relate to
single events. This can be seen by noting that, whereas the
former average is independent of the membrane area ob-
served, the latter time decreases with increasing area of the
simulated membrane patch. Our theory provides the appro-
priate rescaling, which, in addition enables us to extract the
effective number of #140 lipid molecules involved in the
formation and surrounding of one aqueous electropore.
To conclude, and considering the possible importance of

electroporation in electrofusion or in the treatment of skin
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cancer and the associated problems, e.g., with heating of
neighbored tissue upon application of external electric fields,
extensive further studies using different lipid compositions,
lipid-protein systems (29), or different pulse forms (60) re-
main necessary.
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40. Böckmann, R. A., and H. Grubmüller. 2004. Multistep binding of
divalent cations to phospholipid bilayers: a molecular dynamics study.
Angew. Chem. Int. Ed. Engl. 43:1021–1024.

41. Berendsen, H. J. C., D. van der Spoel, and R. van Drunen. 1995.
GROMACS: a message-passing parallel molecular dynamics imple-
mentation. Comput. Phys. Commun. 91:43–56.

42. Lindahl, E., B. Hess, and D. van der Spoel. 2001. GROMACS 3.0: a
package for molecular simulation and trajectory analysis. J. Mol.
Model. 7:306–317.

43. Hess, B., H. Bekker, H. J. C. Berendsen, and J. G. E. M. Fraaije. 1997.
LINCS: a linear constraint solver for molecular simulations. J. Comput.
Chem. 18:1463–1472.

44. Miyamoto, S., and P. A. Kollman. 1992. SETTLE—an analytical
version of the SHAKE and RATTLE algorithm for rigid water models.
J. Comput. Chem. 13:952–962.

45. Darden, T., D. York, and L. Pedersen. 1993. Particle mesh Ewald—an
N"log(N) method for Ewald sums in large systems. J. Chem. Phys.
98:10089–10092.

46. Leeuw, S. W., J. W. Perram, and E. R. Smith. 1986. Computer
simulation of the static dielectric constant of systems with permanent
electric dipoles. Annu. Rev. Phys. Chem. 37:245–270.

47. Leeuw, S. W., B. Smit, and C. P. Williams. 1990. Molecular studies of
polar/nonpolar fluid mixtures. I. Mixtures of Lennard-Jones and
Stockmayer fluids. J. Chem. Phys. 93:2704–2714.

48. Berendsen, H. J. C., J. P. M. Postma, W. F. van Gunsteren, A. D. Nola,
and J. R. Haak. 1984. Molecular dynamics with coupling to an external
bath. J. Chem. Phys. 81:3684–3690.

49. Neumann, M. 1983. Dipole moment fluctuation formulas in computer
simulations of polar systems. Mol. Phys. 50:841–858.

50. Booth, F. 1951. The dielectric constant of water and the saturation
effect. J. Chem. Phys. 19:391–394.

51. Tieleman, D. P., and H. J. C. Berendsen. 1998. A molecular dynamics
study of the pores formed by E. coli OmpF porin in a fully hydra-
ted palmitoyloleoylphosphatidylcholine bilayer. Biophys. J. 74:2786–
2801.
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