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Organisms have evolved a wide variety of mechanisms to utilize and respond to light. In many cases,

the biological response is mediated by structural changes that follow photon absorption in a protein

complex. The initial step in such cases is normally the photoisomerization of a highly conjugated

prosthetic group. To understand better the factors controlling the isomerization, we perform atomistic

molecular dynamics simulations. In this perspective article we briefly review the key theoretical concepts

of photochemical reactions and present a practical simulation scheme for simulating photochemical

reactions in biomolecular systems. In our scheme, a multi-configurational quantum mechanical

description is used to model the electronic rearrangement for those parts of the system that are involved

in the photon absorption. For the remainder, typically consisting of the apo-protein and the solvent,

a simple force field model is used. The interactions in the systems are thus computed within a hybrid

quantum/classical framework. Forces are calculated on-the-fly, and a diabatic surface hopping procedure

is used to model the excited-state decay. To demonstrate how this method is used we review our studies

on photoactivation of the photoactive yellow protein, a bacterial photoreceptor. We will show what

information can be obtained from the simulations, and, by comparing to recent experimental findings,

what the limitations of our simulations are.

Introduction

Photobiological processes, such as vision or photosynthesis, in

which sunlight is used as the energy source to bring about

chemical reactions, provide valuable templates to create tools for

nanotechnology, biomolecular imaging, information technology
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and renewable energy. However, before one can mimic such

processes, one needs a complete understanding of the under-

lying molecular dynamics. As the relevant time and spatial

resolution are notoriously hard to access experimentally it is

difficult to get detailed information about the mechanism by

experiment alone. Computer simulations, on the other hand,

provide such information in atomic detail, and can thus

complement experiments in unraveling the details of photo-

chemical processes in biological systems.

In this perspective we will show how computer simulations

may be used to shed light on photochemical reactions in complex

environments. As an illustration, we will discuss our work on the

photoactive yellow protein (PYP), a bacterial photoreceptor,

which is believed to be responsible for negative phototactic

response to blue light ofHalorhodospira halophila bacteria. Since

the main goal of our work is to explore the effect of the protein

environment on the excited-state dynamics of the embedded

chromophore, we investigate the photochemical properties of

the chromophore in different environments by means of hybrid

QM/MM simulations. In these simulations the chromophore is

described at the ab initio level (QM), while the environment is

modeled by a molecular mechanics force field (MM).

By comparing the chromophore in isolation, in solution and in

the protein, the effect of the different environments can be

revealed. Each level in this hierarchy has its advantages and

disadvantages. In vacuum, the level of ab initio theory can be

increased systematically, but experimental data are difficult to

obtain. In solution, reliable experimental data on lifetimes are

often available, but the effect of the solvent is more difficult to

model. At the protein level, experimental data are often more

difficult to interpret, while at the same time the complexity of these

systems poses the most serious challenges to the theory. Therefore,

it is not always easy to validate the simulations against experiment.

Nevertheless, the atomistic insights available through simulations

may stimulate new experiments that will ultimately lead to a better

understanding as well as improvements on the theory.

Before we start our presentation of simulating photochemical

processes in photobiological systems and in PYP in particular, we

want to point out that the idea of combining quantum chemistry

with molecular mechanics to perform molecular dynamics simu-

lations of photoinduced processes is not new, but dates back more

than three decades, when Warshel used this approach for the first

time to simulate the photoisomerization of retinal in rhodopsin.1

Since then, he and co-workers have systematically refined their

description, and obtained more detailed information about the

influence of the protein environment on retinal photoisomeri-

zation in rhodopsin2 and bacteriorhodopsin.3–5 Since these

pioneering studies, other researchers, including ourselves, have

applied the method to investigate the excited-state dynamics in

different biological systems. Garavelli and co-workers have applied

QM/MM in conjunction with diabatic surface hopping to uncover

the details of retinal isomerization in bovine rhodopsin.6 The

photoisomerization step of this protein had been addressed

before by QM/MM dynamics simulations by the Olivucci7 and

Schulten groups.8 Schulten and co-workers have also studied

the retinal isomerization in bacteriorhodopsin.9 Morokuma

and co-workers have used the QM/MM method to uncover the

photoswitching in Dronpa,10 a reversible switchable fluorescent

protein.11 In addition to photoisomerization, also light-induced

electron and proton transfer reactions in biological systems have

been studied by means of molecular dynamics, as demonstrated

by the works of Warshel and co-workers on photochemical

charge separation in photosynthetic reaction centers,5,12–14 or

the excited state proton transfer event in DNA.15 Finally, radia-

tionless decay processes of DNA bases in DNA have been studied

by Thiel and co-workers,16 and Lischka and co-workers.17 These

applications show that there is a broad interest in applying hybrid

QM/MM molecular dynamics techniques to understand photo-

chemical processes in condensed phase systems.

This article is organized as follows: we first provide a concise

introduction into the simulation methodology that we use to

model condensed phase photochemistry. Then, we demonstrate

how we applied such methods to reveal the initial response of

PYP to photon absorption and how the protein environment

controls the dynamics in the excited state. We will compare the

outcome of the simulations to experimental data and use these

comparisons to discuss the limitations of the method. We end

with an outlook on where the theory can be improved and what

can be expected from the simulations in the future.

Modeling excited-state dynamics in biological

systems

The size and complexity of a typical photobiological system,

together with the timescales that must be reached, necessitate

the use of classical molecular dynamics (MD) for the nuclear
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degrees of freedom. In MD simulations Newton’s equations of

motion are solved numerically to obtain a trajectory of the

dynamics of a molecule over a period of time. To model the

electronic rearrangement upon excitation a quantum mecha-

nical description (QM) is required for the parts of the system

that are involved in photon absorption, usually a chromo-

phore. For the remainder, typically a hydrated protein, a

simple molecular mechanics force field model (MM) suffices.

The interactions in the systems are thus computed within a

hybrid QM/MM framework.18

Conical intersections

The Born–Oppenheimer approximation forms the basis for

modern quantum chemistry calculations. Based on the small

electron/nucleus mass ratio of about one to two thousand, it is

assumed that the motions of electrons and nuclei are uncoupled

and nuclear dynamics is restricted to a single potential energy

surface corresponding to an adiabatic electronic state. This

assumption is valid as long as the separation between the

electronic energy levels is large compared to the separation

between the vibrational energy levels. For photochemical

reactions, however, this is usually not true.

During a photochemical reaction the system samples regions of

the configuration space where the energy gaps between electronic

states are of the same magnitude as the energy gaps between the

vibrational states of the nuclei. Under such conditions resonance

occurs between vibrational and electronic transitions. Thus,

nuclear and electronic degrees of freedom are strongly coupled

in these regions and the approximation that the nuclear wave

function is restricted to a single adiabatic electronic potential

energy surface breaks down. Instead, nuclear dynamics induces

population transfers between adiabatic electronic states that are

close in energy. If the coupling is strong enough, the adiabatic

potential energy surfaces can even intersect. These surface

crossings provide efficient funnels for radiationless deactiva-

tion of the excited state and therefore play a crucial role in

photochemistry.

The degeneracy between two potential energy surfaces, e.g.

the ones of the first singlet excited state (S1) and the ground

state (S0), is lifted in the two dimensional space spanned by the

gradient difference vector

g = rR(ES1
� ES0

), (1)

and interstate coupling vector

h = rRhcS0
|Ĥ|cS1

i, (2)

where R is the 3N-dimensional vector of the positions of the

N nuclei in the system, Ĥ the electronic Hamiltonian, ES1
(ES0

)

and cS1
(cS0

) the energy and electronic wave function of the

excited (ground) state, respectively. The space spanned by

these two vectors is referred to as the branching space, or

g–h plane. When projected onto this plane, the intersecting

surfaces exhibit the typical double cone topology, with the

point of degeneracy at the apex (Fig. 1). Orthogonal to the

two-dimensional branching space exists the so-called inter-

section space (or seam space), in which the energies of the two

states remain degenerate to first order. In a molecule with

M internal degrees of freedom, the intersection space thus

forms an (M � 2) dimensional seam, each point of which is a

conical intersection (Fig. 2).

The conical intersection seam is the central mechanistic

feature in a photochemical reaction. The conical intersection

provides a funnel for efficient radiationless decay between

electronic states (Fig. 2). To illustrate the relationship between

a surface crossing and photochemical reactivity, we draw a

parallel with the transition state in ground-state chemistry.

The transition state forms the dynamical bottleneck through

which the reaction must pass on its way from reactants to

products. A transition state separates the reactant and product

energy minima along the reaction path. A conical intersection

Fig. 1 A conical intersection plotted in the 2-dimensional branching

space that is spanned by the gradient difference vector (g) and the

interstate coupling vector (h). Motion away from the intersection in the

g–h plane lifts the degeneracy between the two electronic states S1 and

S0. The dotted line shows a path of a nuclear trajectory passing from

one electronic state (S1) to another (S0) through the intersection funnel.

Fig. 2 Schematic overview of a photochemical reaction pathway

(dashed line). After photon absorption, evolution takes place on the

excited-state potential energy surface (red) until the system hits the

S1/S0 intersection seam. At the intersection, a radiationless transition

to the ground state occurs (blue). After the decay, the system continues

evolving in the ground state. Adapted from Groenhof et al.19
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provides a locus of points that separate the excited-state

branch of the reaction path from the ground-state branch.

The crucial difference between a conical intersection and a

transition state is that, while the transition state must connect

the reactant minimum to a single product minimum via a

single reaction path, an intersection is a singularity on the

ground-state energy surface and thus connects the excited-state

reactants to one, two or even more products on the ground state

via several reaction paths. More detailed information about

conical intersections and the role they play in photochemistry

can be found in recent perspectives and reviews.20–23

Excited-state molecular dynamics

The desire to understand photochemical processes has sparked

the development of a variety of methods for treating non-

adiabatic effects in classical molecular dynamics simulations.

Most of these methods are based on surface hopping: nuclei

move on a single potential energy surface and non-adiabatic

transitions are included by allowing the trajectory to hop from

one surface to another.1,24–27 Notable exceptions are: (i) the

full-multiple spawning method by Martı́nez and co-workers28

that exploits the benefits of a local description of the adiabatic

potential energy surface on the one hand, and a global

description of the nuclear wavefunction on the other; (ii) the

density matrix evolution approach by Parson and Warshel29

that is based on integrating a stochastic Liouville equation;

(iii) the mean-field surface hopping approach by Prezhdo and

Rossky, which combines surface hopping with Ehrenfest

dynamics in regions of non-adiabatic coupling30 and (iv) the

stationary phase surface hopping method, byWebster et al.,31,32 in

which the time-evolution of the quantum (electronic) and classical

(nuclear) degrees of freedom is iterated until self-consistency

during a characteristic coherence interval.33

The most popular implementation of the surface hopping

method is Tully’s fewest-switches algorithm (FSA).25,34 The

FSA is based on the minimization of the number of transitions

needed to maintain the self-consistency between the quantum

and the classical populations. In its practical implementation

the FSA requires knowledge of the non-adiabatic couplings

and the coherent integration of quantum amplitudes along the

entire trajectory. Because these requirements cannot be easily

fulfilled in applications on large systems, the FSA is rarely

applied in these studies. Instead, we describe the relationship

between the magnitude of the non-adiabatic coupling and the

hopping probability by a simpler model.

Our hopping algorithm is based on the one-dimensional

Landau–Zener equation, which relates the probability of a

transition between two electronic states c2 and c1 to the non-

adiabatic coupling, via

P2-1 = exp(�1
4
px) (3)

In this equation x is the Massey parameter, defined as35

x ¼ DE

�h@Q@t � gðQÞ
; ð4Þ

where DE is the energy gap between the adiabatic states, Q

represents a one dimensional nuclear reaction coordinate, and

g(Q) = hc1|rQc2i (5)

is the derivative coupling vector. If we differentiate c2 with

respect to t via @
@tQ, we can rewrite x as

x ¼ DE

�hhc1j
@c2
@t i

: ð6Þ

To decide when to undergo a transition to a different potential

energy surface, one would in principle need to compute

hc1j @@tc2i at every time step (Dt) of the simulation. In

practice, however, it is possible to approximate hc1j @@tc2i as
hc1(t)|c2(t + Dt)i/Dt, i.e., the overlap between the excited-

state wave function at the current time step and the ground-

state wave function at the previous time step. Since in our

simulations we use the complete active space self-consistent

field (CASSCF) method36 with state-averaged (SA) orbitals to

model the wave function, we compute the overlap as the

inner product of the corresponding SA-CASSCF eigenvectors

C1 and C2:

hc1(t)|c2(t + Dt)i = Ct
1�Ct+Dt

2 (7)

Calculating the energy gap DE and C
t
1�Ct+Dt

2 at every time step

is straightforward, and we can use the Landau–Zener formula

to calculate the probability of a transition to the other surface.

In principle, the transition probability can be used to spawn

a new trajectory on the other surface. However, since this

procedure would lead to multiple trajectories that have to

be computed simultaneously, spawning is too demanding in

practice. We therefore restrict hopping to situations where

the transition probability approaches unity. This happens

at the conical intersection seam, where DE E 0 and

Ct
1�Ct+Dt

2 E 1.

Because we allow hopping only at the conical intersection

seam, our classical trajectories never leave the diabatic surface.

Therefore, energy and momentum are obviously conserved.

In principle, this strict diabatic hopping criterion could lead to

an underestimation of the population transfer probability,

because a surface hop in regions with strong non-adiabatic

coupling far from the intersection is prohibited. In practice,

however, the high dimensionality of the seam ensures that

all trajectories encounter such regions of high transfer prob-

ability. A major advantage of restricting hopping to the seam

is that we obtain information on the location of the seam in

our trajectories. The latter is important to understand how the

interactions between a chromophore and its (protein) environ-

ment alter the topology of the surfaces and the seam and

thereby control the outcome of the photochemical process.

The Landau–Zener model is clearly an approximation, but can

help to keep a proper physical insight, which is crucial for

understanding complex systems.

Excited-state wave functions

Although highly accurate methods for computing excited-state

electronic wave functions have become available over the past

years, they are usually too time-consuming for systems larger

than a few atoms. Therefore, most of these methods are not

yet applicable in on-the-fly molecular dynamics simulations

of large biomolecular systems. Alternatively, simple force

fields or existing semi-empirical methods that are computa-

tionally efficient may be used, but their applicability is limited,
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unless properly re-parameterized.1,37–39 Therefore, for on-

the-fly molecular dynamics, a compromise between cost and

accuracy has to be made.

Computationally feasible approaches to describe excited-

state electronic structures are time-dependent density func-

tional theory (TD-DFT) and equation-of-motion coupled

cluster (EOM-CCSD), and have been used in excited-

state molecular dynamics simulations.40,41 Both approaches

however suffer from deficiencies of the underlying mono-

configurational DFT or CCSD description of the ground

state in regions of bond breaking and bond formation.

Moreover, TD-DFT is known to encounter severe problems

in describing valence states of molecules exhibiting extended

p systems, doubly excited states, charge-transfer excited

states,42 and conical intersections between ground and excited

states.43,44

The problems associated with methods that are based on

a single reference configuration, such as EOM-CCSD and

TD-DFT, demonstrate that for computing excited states,

multi-configurational methods are required to provide

wave functions that are sufficiently flexible to describe bond

rearrangements, electronic state mixing, and electronic

reorganizations. In addition, to calculate molecular dynamics

trajectories analytical energy gradients are necessary. Since

the CASSCF method fulfills these requirements,36 it has

often been used in the framework of excited-state dynamics

simulations.45–49

In CASSCF, a judicious set of occupied and virtual orbitals

is chosen, the so-called active-space orbitals.36 In this active

space, a full configuration interaction calculation is performed,

while the other orbitals are being kept doubly occupied or

empty in all configurations. The occupied orbitals are opti-

mized such that the electronic energy of the state considered is

minimal. Alternatively, the average energy of the states under

study is minimized (state-average (SA) approach), if state bias

or root-flipping has to be avoided50 that occur near surface

crossing regions.51

The CASSCF method captures to a large extent so-called

static electron correlation. However, due to the necessary

truncation of the active space, it does not recover dynamic

electron correlation completely. Dynamic correlation is

known to play a key role in the quantitative description of

barrier heights and excitation energies. Thus, a higher-level

treatment that includes dynamic electron correlation effects is

desirable. Unfortunately, methods that resolve both static

and dynamic correlations tend to be computationally too

demanding and furthermore often lack the required analytical

energy gradients.

Even at the CASSCF level of theory, the calculation of

energies and gradients at every step of the simulation places a

severe demand on computational resources. We are therefore

forced to use reduced active spaces. These rather small active

spaces (typically 6 electrons distributed over 6 orbitals) have

to be calibrated against higher-level methods before the

simulations can be performed. Validation is usually done by

comparing the energies of stationary points on the CASSCF

potential energy surfaces to the single-point CASPT2 (complete

active space with second order perturbation theory)52 energies at

these geometries.

Hybrid quantum chemistry/molecular mechanics simulations

Molecular dynamics computer simulations of biological systems

have come of age. Since the first application of MD on a

photobiological process more than three decades ago,1 advances

in computer power, algorithmic developments and improve-

ments in the accuracy of the used interaction functions have

established MD as an important and predictive technique to

study dynamic processes at atomic resolution.53

In the interaction functions, the so-called molecular mechanics

(MM) force field, simple chemical concepts are used to describe

the potential energy of the system:54

VMM ¼
XNbonds

i
Vbond

i þ
XNangles

j
V

angle
j

þ
XNtorsions

l
V torsion

l þ
XNMM

i

XNMM

j4i
VCoul

ij

þ
XNMM

i

XNMM

j4i
VLJ

ij ;

ð8Þ

where NMM is the number of atoms in the system. Bonds and

angles (Vbond, Vangle) are normally modeled by harmonic

functions, and torsions by periodic functions (Vtorsion). The

pairwise electrostatic interaction between atoms with a partial

charge (Qi) is given by Coulomb’s law:

VCoul
ij ¼ e2QiQj

4pe0Rij
; ð9Þ

in which Rij denotes the interatomic distance, e the elementary

charge, and e0 the vacuum di-electric constant. Short-range

Pauli repulsion and long-range dispersion attraction are most

often described by a single Lennard-Jones potential:

VLJ
ij ¼

Cij
12

Rij

 !12

� Cij
6

Rij

 !6

; ð10Þ

with Cij
12 and Cij

6 being a repulsion and an attraction para-

meter, respectively, that depend on the atom types involved. In

the above expression for the MM energy, there are no terms

associated with (molecular) polarizability. Instead, the effect

of induced dipole–charge and induced dipole–induced dipole

interactions is accounted for implicitly via the partial charges

and Lennard-Jones parameters. Although different approaches

to include the polarizability have been introduced very early on,

such as the Protein-Dipoles-Langevin-Dipoles (PDLD) model,18

the shell55 and charge-on-a-spring model,56 or charge equili-

bration scheme,57 these methods have not yet found widespread

use in the most popular force fields of today (e.g., Gromos,58

Amber,59 OPLS60 or Charmm61).

Electrons are thus ignored in molecular mechanics force

fields. Their influence is expressed by empirical parameters

that are valid for the ground state of a given covalent structure.

Therefore, processes that involve electronic rearrangements, such

as photochemical reactions, cannot be described at theMM level.

Instead, these processes require a quantum mechanical descrip-

tion. As we have discussed above, the computational effort

associated with computing excited-state electronic structure

puts severe constraints on the size of the system that can be

studied. To overcome this limitation for biological systems,

which are typically orders of magnitude too large for a
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complete quantum chemical treatment, methods have been

developed that treat a small part of the system at an appro-

priate quantum mechanical level (QM), while retaining the

computationally cheaper force field (MM) for the remainder.

This hybrid QM/MM strategy was introduced by Warshel and

Levitt18 and is illustrated in Fig. 3.

The justification for dividing a system into regions that are

described at different levels of theory is the local character of

chemical reactions in condensed phases. A distinction can

usually be made between a reaction center with atoms that

are directly involved in the reaction and a spectator region, in

which the atoms do not directly participate in the reaction. For

example, most reactions in solution involve the reactants and

the first few solvation shells. The bulk solvent is hardly

affected by the reaction, but can influence the reaction via

long-range interactions. The same is true for most enzymes, in

which the catalytic process is restricted to an active site. The

rest of the protein provides an electrostatic background that

could facilitate the reaction.

The hybrid QM/MM Hamiltonian contains three classes of

interactions: interactions between atoms in the QM region,

interactions between atoms in the MM region and interactions

between QM and MM atoms

Hhybrid = HQM + HMM + HQM/MM. (11)

The interactions within the QM andMM regions are relatively

straightforward to describe, i.e., at the QM and MM level,

respectively. The interactions between the two subsystems are

more difficult to describe and several approaches have been

proposed.

In the most simple approach, the QM subsystem is

mechanically embedded in the MM system and kept in place

by force field interactions, i.e., bonds, angles, torsions and

Lennard-Jones (eqn (8)). With the exception of these inter-

actions, the two systems are treated independently. Thus a

quantum chemistry calculation is performed on an isolated

QM subsystem, while a force field calculation is performed

on the MM region. An improvement of the model is to

use the isolated electronic wave function to derive partial

atomic charges for the QM atoms62 and use these charges to

compute the electrostatic QM/MM interactions with the

MM atoms.

In the more popular electronic embedding scheme the (non-

polarizable) MM atoms enter the electronic Hamiltonian, as if

they were QM nuclei:18,63

He
QM=MM ¼ He þ

Xne

i

XNMM

K

e2QK

4pe0riK

¼ � �h2

2me

Xne

i
r2

i þ
Xne

i

Xne

j4i

e2

4pe0rij

�
Xne

i

XNQM

A

e2ZA

4pe0riA
þ
Xne

i

XNMM

K

e2QK

4pe0riK
;

ð12Þ

whereHe is the original electronic Hamiltonian for the isolated

QM system; ne is the number of electrons, NQM the number of

QM nuclei and NMM the number of MM atoms; ZA and QK

are the nuclear and partial charges of QM nucleus A and MM

atom K, respectively; and me denotes the electron mass.

Because the MM atoms enter the Hamiltonian, the electronic

wavefunction is polarized by the environment. Simulta-

neously, the electrons are exerting electrostatic forces on both

QM nuclei and MM atoms. Problems may arise if the MM

atoms near the QM region have high partial charges. In this

case, the electrons are strongly attracted by such MM atoms,

and the wave function can become over-polarized. Penetration

of electron density into the MM region is an artifact of

ignoring the electrons of the MM atoms. A remedy for this

spill-out effect is to use gaussian-shaped charge densities rather

than point charges to represent partially charged MM

atoms.64 A promising alternative is the constrained or frozen

density functional theory method,65–67 which takes into account

the interaction with the (frozen) electron density of the environ-

ment explicitly, and thus avoids the problem altogether.

Interactions between the nuclei in the QM region, and

between QM nuclei and MM atoms are described by the

Coulomb potential:

Hnuc
QM=MM ¼

XNQM

A

XNQM

B4A

ZAZB

4pe0RAB
þ
XNQM

A

XNMM

K

ZAQK

4pe0RAK
: ð13Þ

In addition to electrostatics, there are also Van der Waals

interactions between the subsystems that are handled at the

force field level, as if the QM nuclei were MM atoms. Similar

to the previous model, bonded interactions, such as bonds,

angles and torsions involving both QM and MM atoms, are

described by the respective force field functions.

If the QM and MM subsystems are connected by chemical

bonds, care has to be taken when evaluating the QM wave

function. Cutting the QM/MM bond creates one or more

unpaired electrons in the QM subsystem. In reality, these

electrons are paired in a bonding orbital with electrons

belonging to the atoms on the MM side. A number of

approaches to remedy the artifact of such open valences have

been proposed.

The simplest solution is to introduce a monovalent link

atom at an appropriate position along the bond vector between

the QM and MM atoms.63 Hydrogen is most often used, but

there is no restriction on the type of the link atom and even

complete fragments, such as methyl groups, can be used to

Fig. 3 Illustration of the QM/MM concept. A small region, in which

a chemical reaction occurs and therefore cannot be described with a

force field, is treated at a sufficiently high level of QM theory. The

remainder of the system is modeled at the MM level.
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cap the QM subsystem. The link atoms are present only in the

QM calculation, and are invisible for the MM atoms. In our

simulations we use this approach to cap the QM region.

A popular alternative to the link atom scheme is to replace a

chemical bond between the QM and MM subsystem by a

doubly occupied molecular orbital. This idea, which dates

back to the pioneering work of Warshel and Levitt,18 assumes

that the electronic structure of the bond is insensitive to changes

in the QM region. The two most widely used approaches are the

localised hybrid orbital68 or frozen orbital69 method on the one

hand, which introduces orbitals at the QM atom, and the

generalised hybrid orbital approach70 on the other, which places

additional orbitals on the MM atom. In all localised orbital

approaches, one or more parameterization steps are required.

For this reason, the link atom is still the most widely adopted

procedure for capping the QM region. Furthermore, studies that

compared the accuracy of both methods showed that there is little

advantage in using localised orbitals rather than link atoms.71,72

The electrostatic embedding QM/MM scheme provides a

conceptually intuitive way of including the effect of an environ-

ment on a chemical reaction. However, unless polarization is

treated explicitly at the force field level, this QM/MM model is

not internally consistent. In most force fields polarization is not

yet explicitly included, but is implicitly accounted for via the

parameters in the other terms, most notably, in the non-bonded

interactions. Thus, although the MM region can induce polari-

zation of the QM subsystem, the latter cannot back-polarize the

MM region. A related problem arises from the use of standard

Lennard-Jones and charge parameters, which implicitly contain

polarization. When using these parameters without modification,

there is both explicit and implicit polarization of the QM region.

Therefore, the total polarization can be overestimated.

To avoid possible artifacts, one has to account for the

polarizability of the environment, which, as a matter of fact,

was already achieved in the first QM/MM study of Warshel

and Levit by the PDLD model.18 However, to obtain the total

QM/MM energy in the polarizable embedding approach, the

MM polarization need to be computed at every step of the self-

consistent-field iteration of the QM wave function. Since the

polarization is computed in a self-consistent manner as well,

the QM/MM computation can become very cumbersome and

demanding. Therefore, only few QM/MM studies on excited

states have used a polarizable force field, notably the work of

Warshel and Chu on photoisomerization in bacteriorhodopsin4

and the calculations of excitation energies of chromophores in

different solvent environments by Kongsted and co-workers,73–75

including PYP.76 Alternatively, the non-bonded parameters

could be reparameterized for use in QM/MM simulations.

However, this procedure requires the optimization of very

many parameters that also depend on the level of theory

employed for the QM subsystem, and is most often skipped

in practice. In our work, we rely on the default force field

parameters to describe the QM/MM interactions.

Photoisomerization of the photoactive yellow protein

chromophore

To give the reader a taste of what can be achieved with QM/MM

excited-state molecular dynamics simulations, we give a brief

overview of our work on photoisomerization in photoactive

yellow protein (PYP). Our choice for this system is motivated

by the fact that the photochemistry of this protein and of its

chromophore has been extensively studied by both experiment

and computation, so that there is a wealth of data to compare the

outcome of our simulations too. We will show that there is

agreement, but also discrepancy.We end with a discussion on the

possible reasons for the discrepancies, and suggestions on how to

overcome these and improve the predictive power of excited-state

molecular dynamics simulations in general.

PYP is believed to be the primary photoreceptor for the

photoavoidance of the salt-tolerant bacterium Halorhodospira

halophila. As shown in Fig. 4, PYP contains a deprotonated

4-hydroxy-cinnamic acid (or p-coumaric acid, pCA, Fig. 5)

chromophore that is covalently linked to the g-sulfur atom of

Cys69 via a thioester bond. Upon absorbing a blue-light photon,

PYP enters a fully reversible photocycle involving several inter-

mediates on timescales ranging from a few hundred femtoseconds

to seconds.77

To understand how the protein mediates the photoisomerization

of the chromophore, we have performed atomistic simulations of

the chromophore in variousmolecular environments. The results of

these computations not only provided a detailed mechanistic

picture of the isomerization process, but also revealed the influence

of the interactions with the environment. With such detailed

information new experiments can be designed, which will

ultimately enhance our understanding of PYP’s photochemistry.

Isolated chromophore

To investigate the intrinsic excited-state dynamics of the deproto-

nated chromophore, we performed molecular dynamics of two

isolated chromophore analogues (thiomethyl para-coumaric

acid (thio-pCA�) and para-coumaric-ketone (pCK�), Fig. 5).

Fig. 4 Snapshots from excited-state trajectories of wild-type PYP, showing the chromophore (thio-pCA�) in the active site pocket. The first snapshot is

at the excitation. The second shows the configuration at the radiationless transition from S1 to S0. The third snapshot shows the photoproduct, in which

the carbonyl oxygen of the thioester linkage has flipped and is no longer hydrogen bonded to the backbone of Cys69. Adapted from Groenhof et al.19

D
ow

nl
oa

de
d 

by
 M

ax
 P

la
nc

k 
In

st
itu

t f
ue

r 
on

 3
1 

M
ay

 2
01

2
Pu

bl
is

he
d 

on
 2

7 
M

ar
ch

 2
01

2 
on

 h
ttp

://
pu

bs
.r

sc
.o

rg
 | 

do
i:1

0.
10

39
/C

2C
P2

36
28

A

View Online

http://dx.doi.org/10.1039/c2cp23628a


This journal is c the Owner Societies 2012 Phys. Chem. Chem. Phys., 2012, 14, 7912–7928 7919

Because the chromophore is deprotonated in the protein, we

focus our attention on the anionic species. The isolated neutral

chromophore, which has been investigated by experiment78–80

and computation,81,82 is therefore not considered here. In our

simulations, the chromophore was described at the CASSCF

level, with six electrons distributed in six molecular orbitals,

which were expanded in the 3-21G basis set. We remark that in

isolation the excited states of the anionic chromophores are

autoionizing, i.e., unstable with respect to electron detachment.83

Furthermore, spectroscopic measurements on several anionic

isolated chromophore derivatives have demonstrated that in

vacuum, the major excited state decay channels are photo-

detachment and fragmentation, rather than isomerization.84–87

Because we do not include diffuse functions in our calculations

(Gromov et al. showed that the effect on the vertical excitation

energy was less than 0.2 eV83), we are not able to model the

autoionization and electron detachment processes. Instead,

our aim is to understand the effect of different molecular

environments on the photoisomerization processes, for which

we need the hypothetical chromophore model in vacuum as a

reference. For a theoretical study on the electron detachment

and dissociation channels in isolated p-coumaric acid

analogues, we refer the reader to recent work by Krylov and

co-workers.88

After vertical excitation to S1, both chromophores rapidly

relax from the Franck–Condon region by twisting around the

formal single bond adjacent to the chromophore ring (Fig. 5).

After reaching the twisted-single bond minimum, however, no

decay to the ground state occurred within 5 ps, which was the

total time of the simulations. In contrast, Martı́nez and

co-workers observed radiationless decays in their full multiple

spawning simulations of the pCK� chromophore.89 Most

likely, we underestimate the decay probability too much in

our vacuum simulations by restricting hopping to the seam.90

Nevertheless, the observation of a fast vibrational relaxation

into the single-bond twisted S1 minimum for both thio-pCA�

and pCK� is consistent with the topology of the excited-state

potential energy surface for these chromophores, as shown

below and by others.83,89,91

Because no excited-state decay was observed in the molecular

dynamics simulations, we resorted to geometry optimizations at

the CASSCF/6-31G* level of theory. In these optimizations,

the active space consisted of 12 electrons in 11 p-orbitals.

In addition to optimizing the local minima on the S0 and S1
potential energy surfaces and the barriers that separate them,

we also searched for minimum energy S1/S0 conical intersec-

tions in the vicinity of these minima (Table 1).

The optimizations revealed (Table 1) that in both chromo-

phores there are two minima on S1, associated with bond

twisting: the single-bond twisted minimum, in which the bond

adjacent to the phenol ring is rotated by 901; and the double-

bond twisted minimum, in which the ethylenic bond is twisted

by 901 (Fig. 6, see also83). In the isolated chromophores, there

is no barrier for reaching the single-bond twisted S1 minimum

from the Franck–Condon region, whereas there is a significant

barrier to double-bond rotation (9.4 kJ mol�1 for pCK� and

14.0 kJ mol�1 for thio-pCA� at the CASSCF(12,11)/6-31G*

level, Table 1). Thus, in agreement with the molecular dynamics

simulations, the main relaxation channel after excitation should

involve rotation of the single bond to 901. We furthermore found

that the S1/S0 intersection seam lies rather far away from this

minimum. Based on these findings we suggest that radiationless

decay is not very efficient in vacuum. This observation is in line

with the relatively long excited-state lifetime of 52 ps for the

isolated pCK� chromophore, measured bymeans of time-resolved

photoelectron spectroscopy.93 In subsequent QM/MM simulations

Fig. 5 Schematic drawings of the p-coumaric chromophore and

analogues used in our simulations.

Table 1 Relative energies (kJ mol�1) of critical structures for thio-pCA�

and pCK� with respect to the corresponding ground-state minimum at
the CASSCF(12,11)/6-31G* level. Data for pCK� taken from Boggio-
Pasqua et al.92

Structuresa

Thio-pCA� pCK�

S0, DE
b S1, DE

c S0, DE
d S1, DE

e

S0 GS 0.0 328.2 0.0 336.6
S1 planar 14.6 314.3 16.6 318.9
S1 DB twist 174.5 294.6 195.0 286.3
S1 SB twist 132.2 278.0 122.0 293.2
S1/S0 DB twist CI 343.8 344.5 314.7 315.6
S1/S0 hula-twist CI 321.3 321.6 333.5 333.8

a S0 GS: ground-state minimum, S1 planar: planar-like minimum, S1
DB twist: double-bond twisted minimum, S1 SB twist: single-bond

twisted minimum, S1/S0 DB twist CI: double-bond twisted minimum

energy conical intersection, S1/S0 hula-twist CI: hula-twist minimum energy

conical intersection. b Ground-state energies relative to S0 GS energy

of thio-pCA�. c Excited-state energies relative to S0 GS energy of

thio-pCA�. d Ground-state energies relative to S0 GS energy of pCK�.
e Excited-state energies relative to S0 GS energy of pCK�.

Fig. 6 Excited-state minimum energy configurations of the pCK�

chromophore analogue. The distribution of the negative charge over

the ring and tail of the chromophore in the ground (S0) and excited

(S1) state is shown. In both the single-bond twisted S1 minimum

(a) and the double-bond twisted S1 minimum (b) there is a substantial

energy gap between the ground and excited state. The distribution of

the negative charge in the these minima is opposite. The situation in

thio-pCA� is similar.
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we have probed the effect of different environments on the

photochemistry of the chromophore.

Chromophore in water

To examine the effect of an aqueous environment, we have

performed 91 QM/MM excited-state dynamics simulations of

the deprotonated pCK� chromophore analogue in water

(Fig. 7).92 The pCK� chromophore was selected because

experimental data are available both in gas phase93 and in

water.94 The chromophore was described at the CASSCF(6,6)/

3-21G level of theory, while the water molecules were modeled

by the SPCE force field.95

The results of the simulations demonstrate that radiation-

less decay is very efficient in water.92 The predominant excited-

state decay channel involves twisting of the single bond (88%)

rather than the double bond (12%). In contrast to vacuum,

decay takes place very near these minima. Inspection of the

trajectories revealed that decay is mediated by specific hydrogen-

bond interactions with water molecules. These hydrogen

bonds are different for the single- and double-bond twisted

S1 minima, which reflects the difference in charge distribution

between these minima (Fig. 6 and 8). In the single-bond

twisted S1 minimum, the negative charge resides on the alkene

moiety of the chromophore (Fig. 6). Three strong hydrogen

bonds to the carbonyl oxygen stabilize this charge distribution

to such an extent that the seam becomes accessible from the

single-bond twisted S1 minimum (Fig. 8). In the double-bond

twisted S1 minimum, the negative charge is localized on the

phenolate ring (Fig. 6). Transient stabilization of this charge

distribution by two or more strong hydrogen bonds to the

phenolate oxygen brings the seam much closer to this S1
minimum (Fig. 8). Thus, in water the ultrafast excited-state

decay is mediated by hydrogen bonds (Fig. 7).

To quantify the stabilizing effect of the hydrogen bonds, we

have also performed CASSCF/6-31G* geometry optimizations

of the chromophore with and without water molecules. In these

optimizations, the complete p system of the chromophore was

included in the active space (12e,11o) and the water molecules

were included explicitly. In addition to optimizing the local

minima on the S1 potential energy surface, we also searched for

conical intersections in the vicinity of these minima.

Without water, there is a significant S0–S1 energy gap at the

S1 minima (see discussion above). In the double-bond twisted

structure, the seam lies B29 kJ mol�1 above the S1 minimum,

while no conical intersection was found near the single-bond

twisted S1 minimum. Including two water molecules near the

ring of the chromophore leads to a substantial reduction of the

S0–S1 gap at the double-bond twisted S1 minimum. In this

case, a double-bond twisted S1/S0 conical intersection was

found only 5 kJ mol�1 higher in energy than this minimum. The

two water molecules have the opposite effect at the single-bond

twisted S1 minimum: the S0–S1 gap increases to 222 kJ mol�1, and

no conical intersection could be found near this structure. In

contrast, including water molecules near the carbonyl oxygen

atom reduces the S0–S1 energy gap at the single-bond twisted

structure. With three H-bonds to the carbonyl oxygen atom, the

S0–S1 gap becomes significantly smaller (25.6 kJ mol�1) and

reaching the seam from the minimum requires only 4.4 kJ mol�1.

In 7 of the 11 trajectories that show twisting of the double

bond, the chromophore continued isomerizing towards the cis

configuration after decay to S0. In the other 4 simulations, the

trans configuration was restored. To find out what determines the

success of the isomerization in water, we analyzed the geometry

changes just before the hop. Following Weingart et al.,96,97 we

collected the torsion angles of the C1–C2QC3–C10 and

H2–C2QC3–H3 torsions at the moment of the hop, as well

as the time-derivative of these torsion angles (see Fig. 5 for

definitions). The data, visualized in Fig. 9, suggest that the

success of double-bond isomerization depends solely on the angular

velocity of the H2–C2QC3–H3 torsion at the moment of hopping.

At the hop, the dihedral angle of the C1–C2QC3–C10 torsion

is always higher than 901, while that of the H2–C2QC3–H3

torsion is always smaller than 901 (Fig. 9a). Since hops at

these geometries lead to both cis and trans configurations,

the hopping geometry does not determine the outcome of

Fig. 7 In water the chromophore undergoes both single and double

bond isomerization. Excited state decay from these minima is very

efficient due to stabilization of the chromophores S1 charge distribu-

tion by specific hydrogen bond interactions. Adapted from Boggio-

Pasqua et al.92

Fig. 8 Excited-state minimum energy configurations of the pCK�

chromophore analogue with four explicit water included. Adapted

from Boggio-Pasqua et al.92
Fig. 9 Values of torsion angles, and their time-derivatives at the

surface hop.
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the double-bond photoisomerization. In the plot of the time-

derivatives of these dihedral angles (Fig. 9b) the successful

(green dots) and unsuccessful hops (red squares) are separated

along the y-axis, which represents the angular velocity of the

H2–C2QC3–H3 torsion. Apparently, the chromophore decays

into the cis minimum, if the hydrogen atoms move towards

each other (negative gradient, y o 0) at the hop, whereas the

chromophore reverts to the trans minimum if the hydrogen

atoms move away from each other (positive gradient, y>0). The

direction in which the C1 atom moves with respect to C10 atom

seems not relevant for the outcome of the double-bond photo-

isomerization process, as hops leading to the cis or trans both

occur at positive and negative angular velocities of the

C1–C2QC3–C10 torsion (x-axis). Statistically the number of

trajectories is small, but they nevertheless yield a consistent

mechanistic picture.We note that with a similar analysisWeingart

and Schapiro have elucidated the effect of the hydrogen motion

on the isomerization quantum yield of retinal.96–98

Weingart et al.97 have provided an explanation for the

observation above in terms of p-orbital axis vectors (POAV)

theory.99 In short, the dynamics of the hydrogen atoms cause

pyramidalization of the sp2-hybridized carbon atoms. Because

pyramidalization affects the orientation of the p-orbital axis
vectors, the motion of the hydrogen atoms determines the

direction in which the p-orbital overlap is maximized after the

hop. After the new double bond is formed, the carbon atoms

rapidly adjust to the new bonding situation.

Summarizing, the predominant excited-state relaxation

process of pCK� in water involves a rotation of the single

bond, adjacent to the ring (Fig. 7), rather than rotation of the

double bond. In vacuo, only the double-bond rotation can lead

to radiationless decay, whereas in water, both channels lead to

decay. Because single-bond photoisomerization is strongly

favored over double-bond photoisomerization for pCK� in

water, the probability of finding the chromophore in the cis

configuration is very low. This result is in good agreement with

the very low isomerization quantum yield, observed by

Espagne and co-workers.94 In their time-resolved fluorescence

measurements the excited-state lifetime was determined for a

series of chromophore derivatives with different substituents at

the p-coumaric acid group. The pCK� chromophore was

found to decay the fastest (B1 ps), albeit with a negligible

trans-to-cis photoisomerization quantum yield. Although we

have not studied the thio-ester derivatives of the p-coumaric

acid in water, the lack of isomerization quantum yield at high pH,

as observed in time-resolved spectroscopic measurements,100–102

also suggests the involvement of the unproductive single-bond

isomerization channel in these chromophores.

Effect of the protein environment

By displacing the S1/S0 seam very close to the S1 minima,

hydrogen-bond interactions between the chromophore and

water molecules enhance excited-state decay in water.92 Yet,

the major decay channel involves rotation of the single bond,

rather than the double bond of the chromophore. To find out the

effect of the protein environment on the excited-state dynamics of

the chromophore, we have also carried out QM/MM simulations

of the wild-type PYP,19 as well as on the Arg52Gln mutant.103

In our first study, we used the CASSCF/3-21G level of

theory with 6 electrons in 6 p orbitals to describe the chromo-

phore and the Gromos96 force field58 for the apoprotein,

water and ions, to compute 14 trajectories starting from the

PYP X-ray structure (PDB ID: 2PHY).104 At this level of

theory, it is not possible to make quantitative predictions on

the effect of the protein on the optical absorption spectrum.

This issue, however, has been addressed for instance by

Gromov et al.,105 by Coto et al.,106 and very recently, by

Rocha-Rinza et al.,76 who used correlated ab initio methods.

Fig. 4 shows the primary events after photoexcitation in the

simulation of the wild-type. In the majority of the trajectories

the chromophore rapidly decays to the ground state via a 901

rotation of the double bond (Fig. 4), rather than the single

bond. During this photoisomerization process, the hydrogen

bonds between the chromophore’s phenolate oxygen atom and

the side chains of the highly conserved Tyr42 and Glu46

residues remain intact. Just as in water, these hydrogen bonds

are essential to promote excited-state decay from the double-

bond twisted minimum.

Upon returning to the ground state the chromophore either

relaxes back to the original trans conformation (1801), or it

continues isomerizing to a cis conformation (01). In the latter

case, the relaxation also involves a flip of the thioester linkage,

which causes the carbonyl group to rotate by 1801. During this

rotation, the hydrogen bond between the carbonyl oxygen and

the Cys69 backbone amino group is broken (Fig. 4). The loss

of this hydrogen bond has been observed in time-resolved

infrared spectroscopy107,108 as well as in time-resolved Laue

crystallography studies.109 In Fig. 10, we have fitted a snapshot,

taken 5 ps after photoexcitation, onto the X-ray structure of the

pRCW intermediate (PDB ID: 1TS7), using the Ca atoms. The

root-mean-square deviation of this fit was less than 0.09 nm,

indicating the high similarity of these two structures.

Although the number of trajectories is too small to rule out

that single-bond isomerization could also occur in the wild-

type protein, no single-bond isomerization was observed.

Because in water single-bond isomerization is the main decay

channel, the latter observation implies that the protein not

only provides the hydrogen bonds required for ultrafast decay,

but also controls which of the chromophore bonds isomerizes

upon photoexcitation. This finding is in line with calculations

by Yamada et al., who used ONIOM CASSCF calculations to

Fig. 10 Comparison between time-resolved Laue structure (left)109 and

simulated structure (right)19 of the pRCW intermediate state. The structures

were superimposed, using the Ca atoms for the least-squares fit.
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reveal the initial excited state relaxation of the chromophore in

the protein.110 We speculated that the positive guanidinium

moiety of Arg52 located just above the chromophore ring, acts as

the ‘catalytic’ residue that enforces double-bond isomerization.

Initially, we tested this hypothesis by removing the charge from

the Arg52 side chain in a snapshot taken at the hop, and

recalculating the energy gap. We found that the gap increases

by 40 kJ mol�1.19 This result led us to propose that a preferential

electrostatic stabilization of the double-bond twisted S1 minimum

(Fig. 6) by the positive Arg52 favors double-bond isomerization

over single-bond isomerization in the wild-type protein. More

recent work of Martı́nez and co-workers on an isolated pCK�

chromophore in the presence of a point charge confirms that the

photoisomerization can indeed be controlled by nearby charges.91

To elucidate the role of this arginine in the activation process

in more detail, we have also performed 40 excited-state dynamics

simulations on the Arg52Gln mutant of PYP,103 starting from its

X-ray structure (PDB-ID: 2D02).111 This mutant has absorption

and emission spectra very similar to the wild-type112 and can still

enter the photocycle, albeit with a lower rate and quantum

yield.113 Without the positive Arg52, the predominant excited-

state reaction in the simulations involved isomerization of a

single bond in the chromophore, rather than the double bond

(Fig. 11).103 Although the latter was also observed, it was a minor

decay channel. Again, the number of trajectories is too low to

make quantitative predictions. Nevertheless, the mutant simula-

tions confirm that within our model the role of Arg52 is to steer

the initial events after photon absorption to ensure rotation of

the double bond rather than the single bond in the chromophore.

Although single-bond isomerization does not result in the

formation of the cis chromophore, a 1801 flip of the thioester

group and a rupture of the hydrogen bond to Cys69 (Fig. 4)

were observed in 7 simulations. Together with the experimental

observation that the mutant can still enter the photocycle,112

this suggests that the key step to enter the photocycle is the

carbonyl flip, rather than the double-bond isomerization. This

suggestion is further supported by the observation that when

the protein is reconstituted with chromophore analogues that

cannot isomerize,101,102 PYP can still enter the photocycle.114 In

these chromophores the isomerization is prevented by either a

covalent bridge that blocks both single- and double-bond

rotations, or by oxidation of the double bond to a triple bond.

However, since trans-to-cis isomerization of the double

bond was also observed, we cannot rule out the possibility

that only the latter process is responsible for photoactivation

and that the single-bond isomerization pathway is a dead-end

in the process, responsible for the lower activation yield in the

mutant. Support for the involvement of the double-bond

photoisomerization comes from time-resolved absorption

spectroscopy measurements that show the appearance of

the cis photoproduct on a sub-picosecond timescale in this

mutant.112 In these experiments, the lower quantum yield and

slower deactivation dynamics as compared to the wild type

were attributed to a lower structural integrity of the chromo-

phore pocket. Based on our simulations, however, we would

attribute the difference in efficiency to the involvement of the

single-bond isomerization channel.

Also in the mutant the hydrogen-bonding interactions are

essential for the decay process. During rotation of the single

bond, the hydrogen bond between the carbonyl oxygen and

Cys69 backbone amino group is broken. In contrast to the

wild-type, the rupture of this bond occurs before the decay.

Therefore this may seem at conflict with the observation that

in water three hydrogen bonds at the carbonyl are required to

make the S1/S0 seam accessible from the single-bond twisted

minimum. However, as shown in Fig. 12, new hydrogen bonds

are rapidly formed between the carbonyl oxygen atom and

the backbone amino groups of Tyr98 and Asp97. A water

molecule from outside enters the chromophore pocket to

donate a third hydrogen bond. This is possible because the

chromophore pocket has become more exposed to the solvent

due to the replacement of the rather bulky arginine side chain

by the much smaller glutamine side chain. With these three

hydrogen bonds stabilizing the negative charge on the alkene

moiety, the chromophore rapidly decays to S0. Thus, the decay

mechanisms in the Arg52Gln mutant and in water are essen-

tially the same in our simulations.92,103

To summarize, the simulations have provided detailed structural

and dynamical information at a resolution well beyond that

achievable by other means. From the simulations, we have identi-

fied key amino acids and the mechanism by which they control the

primary events in the photocycle of PYP. These are (i) double-bond

photoisomerization, and (ii) the break of a hydrogen bond between

the chromophore and the protein backbone. These events trigger a

proton transfer from the protein to the chromophore, which

ultimately leads to the signaling state of PYP.115–122

Comparison to experimental data and challenges

Time-resolved spectroscopy in the visible and mid-infrared

spectral regions has provided detailed information on the

characteristics of PYP intermediates and their kinetics.107,108,123

Fig. 11 Snapshots from an excited-state trajectory of the Arg52Gln mutant of PYP, showing the chromophore (thio-pCA�) in the active site

pocket. The first snapshot is at the excitation. The second shows the configuration at the radiationless transition from S1 to S0. The third snapshot

shows the photoproduct. In the mutant isomerization takes place around the single bond. Like in the wild-type protein, the carbonyl oxygen of the

thioester linkage flips, causing the break of the hydrogen bond to the backbone of Cys69. Adapted from Groenhof et al.103
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In addition, crystallographic studies have provided detailed

information about the structural changes that follow photo-

excitation.109,124 Thus, there is plenty of experimental data

available to compare the outcome of the simulations to. As we

have already shown, there is good agreement between the

pRCW intermediate found in the simulations and experiment.

Furthermore, excited-state lifetimes, defined in our simula-

tions as the time until the surface hop occurs, agree reasonably

with experiment: 0.3 ps for pCK� in water (exp. B1 ps94);

0.2 ps for the wild type (exp. B0.4 ps125,126); 0.4 ps for the

Arg52Gln mutant (exp. 0.6 ps112). Isomerization quantum

yields are also in line with experiment: 0.08 for pCK� in

water92 (exp. B094); and 0.3 for the wild type19 (exp. 0.3577);

0.2 for the Arg52Gln mutant103 (exp. 0.21113). However, the

apparent agreement of the latter quantities with the spectro-

scopic data is no guarantee that the underlying dynamics is

correct.

Both quantum yield and lifetime are highly sensitive to the

sampling as well as the quality of the underlying Hamiltonian.

Because sampling is restricted to a low number of trajectories,

we can only explore a limited area of the phase space available

to the true system. This problem is most severe in the protein

simulations. Therefore, we cannot exclude that we have

sampled only minor conformations that in reality do not

contribute significantly to the observed photochemistry. Lack

of sampling can only be overcome by running an impossibly

large number of simulations. Thus, even if all accuracy issues

of the Hamiltonian may be overcome in the future, the

sampling problem will persist.

Since we use classical molecular dynamics, the outcome of a

trajectory is determined by the QM/MM potential energy

surface. The accuracy of the predicted lifetimes and isomeriza-

tion quantum yields is therefore limited by the accuracy of the

level of theory. In our simulations, we use the CASSCF

method in combination with default molecular mechanics

force fields to approximate the potential energy surface of

hydrated PYP. The S1 state of the chromophore is a charge

transfer state.127 Because the CASSCF wave function lacks

dynamic electron correlation, we systematically overestimate

the S1 energy. Wave function accuracy is further compromised

because we have to truncate our active spaces, and use small

split-valence basis sets (without polarization and diffuse functions)

to overcome computational bottlenecks during the molecular

dynamics simulations. Finally, the use of default force field

parameters to describe the interaction with the rest of the

systems also introduces errors. Unfortunately, these errors are

more difficult to control than the ones in the wave function, as

there is no systematic way of improving the MM description in

QM/MM simulations. Because of all these approximations, a

quantitative agreement of quantum yields and excited-state

lifetimes needs to be taken with care.

The accuracy of the QM/MM potential energy surface

may also affect the qualitative predictions, in particular, the

involvement of single-bond isomerization. To illustrate the effect

of the level of theory on the branching between the single- and

double-bond isomerization channels, we have explored the

S1 potential energy surface of pCK
� at different levels of theory

(Table 2). We optimized the S1 planar-like structure and the

transition states for single- and double-bond isomerizations to

Fig. 12 Snapshots from an excited-state trajectory of the Arg52Gln mutant of PYP, demonstrating that three hydrogen bonds to the carbonyl

moiety are essential for S1 decay near the single-bond twisted minimum. The first snapshot (a) is at the excitation to S1. The second snapshot (b) shows

the twisted configuration without hydrogen bonds to the carbonyl. The gap between S1 and S0 is far too high for decay at this configuration. However,

as the third snapshot (c) shows, two backbone amino groups and a bulk water that has moved into the chromophore pocket during the excited-state

dynamics donate the three hydrogen bonds that are required for efficient decay from the S1 minimum. Adapted from Boggio-Pasqua et al.92

Table 2 Potential energy barriers (kJ mol�1) for single-bond and
double-bond torsions at different levels of theory

System and level of theorya
SB-twist
barrierb

DB-twist
barrier fSB

c/1 fdB
d/1

pCK�

CASSCF(6,6)/3-21G 8.5 8.2 17 35
SA2-CASSCF(6,6)/3-21G n.f. (B0) 3.8 — 21
CASSCF(8,8)/6-31G* 0.1 11.8 13 38
SA2-CASSCF(8,8)/6-31G* n.f. (B0) 15.3 — 55
CASSCF(12,11)/6-31G* B0 9.4 7 35
CASSCF(12,11)/6-31+G* 0.9 7.0 22 32
CASPT2(12,11)/cc-pVDZ n.c. 17.5 — 35
CASPT2(12,11)/aug-cc-pVDZ 0.8 28.6 22 32
EOM-CCSD/cc-pVDZ n.c. 10.0 — 35
EOM-CCSD/aug-cc-pVDZ 3.9 14.7 22 32
pCK� + 2H2O near phenolate
CASSCF(12,11)/6-31G* 2.7 5.1 32 28
CASPT2(12,11)/6-31G* 1.1 11.6 32 28

a CASPT2 and EOM-CCSD calculations were performed at the

corresponding CASSCF optimized geometries. b n.f.: transition state

not found because the potential energy surface is nearly flat, so that the

barrier is nearly zero; n.c.: not computed because CASSCF(12,11)/6-31G*

does not provide a well defined transition state. c fSB: dihedral angle

measuring the torsion around the single bond at the S1 single-bond-twisted

transition state optimized at the CASSCF level. d fDB: dihedral angle

measuring the torsion around the double bond at the S1 double-bond-

twisted transition state optimized at the CASSCF level.
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evaluate the respective potential energy barriers. Although the

single- and double-bond twisted minima exist on the S1 surface

at all levels, the barriers separating these minima from the S1
planar-like structure strongly depend on the level of theory

(Table 2).

The use of a small active space (6e,6o) and basis set (3-21G)

gives a similar value (B8 kJ mol�1) for the single- and double-

bond torsion barriers. When state-averaged orbitals are used

like in our MD simulations, the single-bond torsion barrier

vanishes, while the double-bond torsion barrier is reduced to

B4 kJ mol�1, which changes the outcome of the dynamics of

the system. In the first case, one can expect to observe both

single- and double-bond isomerizations, while in the second

case, single-bond isomerization will be favored because it is a

barrierless process. Compared with the CASSCF results using

the full p system (12e,11o), the absence of the single-bond

torsion barrier is confirmed, but the barrier for double-bond

isomerization is too low at the state-averaged (6e,6o) level. The

same trend is observed at higher levels of theory that include

dynamic electron correlation, such as CASPT2 and EOM-

CCSD. They all predict a very small single-bond torsion

barrier (0–4 kJ mol�1) and a more significant double-bond

torsion barrier (10–30 kJ mol�1).

These results could explain why we do not have a perfect

quantitative agreement with the experimental data for the

trans-to-cis isomerization quantum yield of pCK� in water.

While no such isomerization was observed experimentally,94 a

small quantum yield of 8% was calculated from our simula-

tions, which is probably due to the too low energy barrier for

the double-bond isomerization at the state-averaged CASSCF

(6e,6o) level.

Since the branching ratio of single- and double-bond photo-

isomerization depends critically on the relative height of the

barriers, a systematic deviation may artificially favor one

channel over the other. Thus, the accuracy may not only affect

the time scale, but also the qualitative outcome of the excited-

state dynamic simulations. This is an additional matter of

concern when the photoisomerization in the protein environ-

ment is considered, as excited-state potential energy barriers

cannot be routinely computed in such complex environments.

Moreover, the description of the chromophore–protein inter-

actions, in particular the hydrogen bonds, can also influence

these relative barriers (see discussion below).

To validate the small active space used in our simulations,

and at the same time check the influence of the force field, we

have repeated two simulations for both wild-type and

Arg52Gln mutant in which we combined the CASSCF(10,9)/

6-31G* level of theory for the chromophore and the Amber03

force field59 for the rest. In these simulations, the active space

thus contained 10 electrons in 9 p orbitals. Calculations on the

isolated chromophore at this level demonstrate that leaving

out the lowest-energy bonding and highest energy antibonding

p orbitals does not significantly affect the properties of the

chromophore. The computational cost of the simulations at

the higher level of theory (almost 1 hour per step on four Intel

Xeon CPUs running at 2.6 GHz) prevented us from generating

more than four trajectories. The results of the simulations at

the higher level confirm the simulations at the lower level.

In the wild-type, two unsuccessful isomerizations around

the double bond were observed, whereas in the mutant trajec-

tories excited-state decay involved a rotation around the single

bond. Despite the very low number of simulations at the

higher level, the lower level of CASSCF theory used in our

previous studies seems to be adequate to describe the dynamics

of the chromophore.

The S1 surface is also very sensitive to interactions of the

chromophore with the environment. Hydrogen bonds not only

alter the position of the S1/S0 seam, but also influence the

height of the barriers between the Franck–Condon region and

the twisted S1 minima.128 Since we model these interactions

at the QM/MM level, the question arises if the employed

Coulomb-only embedding method is sufficiently accurate. For

pCK� we reproduced the stabilizing effect of hydrogen bonding

on the seam, as observed in the QM/MM dynamics, at

the CASSCF(12/11)/6-31G* level for the microsolvated

chromophore.92 The heights of the barriers, however, could

not be determined at the QM/MM level.

Because twisting the single bond is accompanied by a

migration of negative charge away from the phenolate ring,

hydrogen bonding at the phenolate oxygen (O40, Fig. 5)

hampers this process and the barrier to single-bond rotation

increases (Table 2). Nevertheless, the barrier for single-bond

twisting (2.7 and 1.1 kJ mol�1 at CASSCF and CASPT2 levels,

respectively) is still significantly lower than for double-bond

twisting (5.1 and 11.6 kJ mol�1 at CASSCF and CASPT2

levels, respectively). The predominance of single-bond isomeriza-

tion observed in the QM/MM trajectories is consistent with higher-

level QM data. The QM/MM description of the hydrogen-bond

interactions between the chromophore and water seems thus

sufficiently realistic.

Whether the QM/MM model also provides a realistic

description of the hydrogen bonds in the protein is more

difficult to answer. Recent crystallography studies have shown

that the hydrogen bonds between the phenolate oxygen and

the side chains of Tyr42 and Glu46 are shorter (O–O distance

about 0.25 nm) than normal hydrogen bonds (0.27 nm).129–131

At closer distances, the hydrogen bonds may perturb the

electronic structure of the chromophore stronger and thereby

affect the excited state dynamics. Recent computations by

Gromov et al. at the CC2 level of theory132 confirm that there

is indeed such effect.133 However, neither the Gromos96, nor

the Amber03 force fields can model such short hydrogen

bonds due to the strong repulsion (C12, eqn (10)) in the oxygen–

oxygen Lennard-Jones potential. In classical simulations of

PYP, using an X-ray structure with the short hydrogen bonds

(PDB-ID: 2ZOH), the hydrogen bonds are immediately

restored to longer hydrogen bonds (data not shown). Thus,

we cannot reproduce these structural features in our QM/MM

simulations of PYP.

To address the effect of the shorter hydrogen bonds in our

simulations, a different QM/MM setup would be required.

One option would be to enlarge the QM subsystem to include

also the side chains of Tyr42 and Glu46 and increase the level

of theory at the same time to improve the hydrogen bonding

energetics. This strategy, however, would dramatically increase

the computational demands. An alternative would be to use the

constraint (or frozen) DFT method65–67,134 to describe the inter-

actions between the chromophore and the hydrogen bond donors.
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Because the SCF is performed on smaller fragments, while

keeping the electron density of the remaining fragments

frozen, this method is computationally more efficient than full

ab initio or DFT and more accurate than normal QM/MM.

However, the validity of the available DFT functionals to

describe the excited state potential energy surface of the

chromophore, as well as the surface crossing, remains to be

verified.

At the moment, however, we can only speculate about the

role of the short hydrogen bonds in the photoisomerization

process in PYP. Before we do so, we note that several authors

have suggested that at least one of these hydrogen bonds

(Glu46) can be classified as a low-barrier-hydrogen bond

(LBHB).131,135 LBHBs are characterized by a single, rather

than double well potential for the hydrogen, so that it is equally

shared by a donor and an acceptor. The hydrogen bond therefore

is believed to have substantial covalent character.136 Although

in vacuum, where delocalization of charge is energetically

favorable, LBHBs may be rather common, it is not clear whether

LBHBs can exist in polar media, as the delocalization of charge

would reduce the solvation by the medium’s dipoles. It was

shown for instance that in the catalytic triad of serine proteases,

the solvation by the protein and solvent dipoles strongly favors

an ionic hydrogen bond between histidine and aspartate, rather

than a LHBH.137,138 Whether the chromophore pocket of PYP is

sufficiently apolar for a LHBH to form between the chromo-

phore and Glu46 remains to be established. Recent computations

by Saito and Ishikita suggest that this is not the case, and that

this hydrogen bond is of ionic character.139

Perhaps the most appropriate way to resolve this issue is to

construct a valence bond Hamiltonian for the chromophore

and the hydrogen bond donors and perform the dynamics

within the empirical valence bond (EVB) framework,140 as was

done by Schutz and Warshel to investigate the claims of a

LHBH in serine proteases.138 As the EVB method provides

also the computationally most efficient means to describe the

dynamics of bond breaking processes, it is probably also the

method of choice to investigate the proton transfer reaction

which takes place after isomerization, as was done for instance

in bacteriorhodopsin.141

One role of the short hydrogen bonds in the photoisomeri-

zation process may be to bias the isomerization towards the

double bond. By stabilizing the negative charge on the ring,

these hydrogen bonds may increase the single-bond isomeriza-

tion barrier, while simultaneously decrease the double-bond

isomerization barrier. Recent computations by Gromov et al.

confirm such a picture.128 Previously, we proposed that in the

protein double-bond isomerization is favored over single-bond

isomerization by the presence of the highly conserved Arg52.

The electrostatic interaction between the excited-state charge

distribution (Fig. 6) on the chromophore and the positively

charged guanidinium group located near the ring selectively

stabilizes the twisted double-bond S1 minimum, as well as the

barrier to reach that minimum. However, a recent high-

resolution neutron crystallographic analysis combined with

high-resolution X-ray crystallography has revealed that the

side chain of Arg52 is in its neutral deprotonated state.131 This

finding obviously challenges our interpretation of the role of

Arg52 in the photoactivation process. We therefore speculate

that selection between the two isomerization channels may be

due to the short hydrogen bonds alone. New calculations at a

higher level of theory are required to confirm this hypothesis.

Another important experimental finding that is difficult to

reconcile with our simulations is the observation of a ground-

state intermediate different from pRCW in time-resolved

infrared measurements.108,123 This intermediate forms in com-

petition with pRCW but decays back into the trans ground

state in few picoseconds. Such a ground-state intermediate was

also observed for chromophore analogues in solution.100,102

Although it is tempting to assign this intermediate to the single

bond isomerization product, more recent experiments, in

which the single bond adjacent to the chromophore ring was

locked, suggest that this cannot be the case.142 Absorption

difference IR spectra suggest that in this intermediate the

chromophore is in the cis conformation, but in contrast to

pRCW maintains its hydrogen bond to the amino group of

Cys69. In our simulations, no such intermediate was observed.

Instead, the unsuccessful trajectories directly decay back into

the trans minimum after the surface hop and never reach a cis

conformation. Thus, although the quantum yield of activation

is in good agreement with experiment, the mechanism of the

unsuccessful isomerization attempts seems not.

The experimental data seem to imply that upon photon

absorption the chromophore always achieves a trans-to-cis

isomerization, and that the success of activation depends on

breaking the hydrogen bond between the chromophore and

the backbone. In contrast, only 30% of our trajectories reach

the isomerized state, and breaking of the hydrogen bond is

successful in all of these cases. At this stage it is difficult to say

what is the cause for the discrepancy. Given the role of the

hydrogen motion on the success rate of the photoisomeriza-

tion in water, an additional source of error may be the classical

description of such motions.

Finally, we briefly comment on our surface-hopping algorithm.

Our hopping method is based on a local diabatic representation

of the intersection region. This method can qualitatively capture

the main features of the hopping process but is too simple to

yield accurate quantitative predictions. For instance, for small

molecules in isolation, the hopping probability is generally

underestimated and the decay time of excited states is on

average five times larger than that computed with the fewest-

switches method.90 The main weakness of the diabatic hopping

method is that it does not incorporate any contribution from

regions with weak non-adiabatic coupling. Since the location

of the hop determines lifetime and quantum yield, part of the

discrepancies may be resolved by using the fewest-switches

algorithm instead.

In this section we have reassessed the validity of QM/MM

excited-state dynamics simulations of PYP. We have shown

that our model yields results that are in agreement with

experiment, but also shows some deviations. We made clear

how the simulations could be improved, albeit at the expense of

a higher demand on computational resources. Thanks to the

ongoing improvements in the latter, as well as in algorithmic

developments, we are confident however that in the near future

systematic improvements in the description of the interactions

are possible that can increase the predictive power of the

method. Nevertheless, even at this early stage, important insights
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into photochemical processes can be obtained. Our purpose in

modeling such processes is not to provide a completely correct

description that would make experiment obsolete, but rather to

generate ideas to design new experiments that will ultimately

lead to a better understanding. Moreover, experiments, designed

to validate specific aspects of the theory, such as the involvement

of single-bond isomerization,142 or the role of Arg52,112 are also

important to systematically improve the theory.

Conclusion and outlook

Understanding light-driven processes is a major goal of the

bio- and nanosciences. The underlying molecular mechanisms

are typically governed by sub-picosecond atomic motions.

Mechanisms on such ultrafast timescales are very challenging

to probe by experiment. Here, molecular dynamics simulations

have become an invaluable tool to understand such processes

in atomic detail. In this perspective, we have reviewed our

approach to model excited-state processes in biological systems.

In the application that we have selected here, the simulations

could provide detailed structural and dynamical information of

the photobiological processes in photoactive yellow protein at a

resolution well beyond what is achievable experimentally.

This application also demonstrates what is feasible today with

on-the-fly molecular dynamics simulations, and where the limits

are. These limits are predominantly imposed by the current

state of computer technology, which restricts both system size

and timescale of the processes under study. However, the

expected increase of computer power, complemented by the

development of more efficient electronic structure methods

and new algorithms, will enable the study of larger systems

and longer timescales in the future. Therefore, excited-state

molecular dynamics simulation has the potential to ultimately

lead to a better understanding of photobiological reactions.

Furthermore, the simulations will enable the prediction of

photochemical properties and thereby aid the rational design

of artificial light-driven systems.143
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