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Introduction

Insulin regulates the uptake and storage of glucose in the liver
and muscles as well as the biosynthesis of triglycerides by fat
cells. It is produced in the b-cells of the islets of Langerhans in
the pancreas and is stored there as zinc-ligated hexamer mi-
crocrystals in acidified secretory granules.[1, 2] Upon release into
the blood serum, and triggered by the accompanying pH
change, the hexamer dissociates into three dimers and then
subsequently into monomers,[3] which is its physiologically
active form.

Disorders in human insulin metabolism can cause type II dia-
betes, a disease affecting a large share of the population. A no-
torious complication for intravenous insulin injection and sub-
cutaneous infusion is the pathogenic deposition of the protein
at the injection sites due to aggregation at high local concen-
tration.[4, 5] Moreover, insulin aggregation still poses a major
challenge for pharmaceutical production and clinical formula-
tion.[6, 7] Accordingly, insights into this deposition process can
facilitate the development of improved insulin variants.

A particular type of aggregation is the formation of amyloid
fibrils, observed, for example, in Alzheimer’s disease[8] or in the
degradation of protein-based drugs.[9] The transition to well-or-
ganized fibrils with characteristic cross-b sheet motif has also
been observed at low pH for insulin under various condi-
tions;[10–19] this renders insulin a well-defined prototypic system
for the study of fibril formation, in vitro. Bovine insulin, in par-
ticular, which differs from the human protein at three amino
acid positions, has been shown to aggregate faster compared
to the human variant.[20] Despite several investigations at lower
pH values[20, 21] no systematic study of the primary aggregation
steps as a function of pH has been reported. Moreover, the in-
soluble and uncrystallizable nature of amyloid fibrils still limits

the access to structural high-resolution data. Recently, two
short segments of the human insulin sequence have been
identified to form amyloid-like fibrils as well as microcrystals,
which might help to elucidate structural details of the aggre-
gation process.[22, 23]

The exact mechanism of insulin amyloid fibril formation,
however, remains unresolved.[11, 12, 24] Despite the vast number
of studies about fibrils and aggregation intermediates, only
little is known about the primary steps of the aggregation.[17, 20]

The main reason for this slow progress in most experimental
as well as theoretical approaches is related to the fact that the
aggregation mechanism consists of multiple steps and that the
rate-limiting transition state is still unknown.

It is likely that the titrable groups of insulin play a crucial
role in these primary steps (Figure 1). At its isoelectric point of
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tion was studied by molecular dynamics simulations, with the

protonation states of the titrable groups obtained from elec-
trostatic calculations. Reduced flexibility was observed for low
pH values, mainly in the C terminus and in the helix of the
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particular, we suggest that the residues in the helix of the
B chain are involved in this transition state.
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pH 5.3, insulin is neutral, and one might expect that protona-
tion at lower pH results in charged monomers. This effect
would slow down the first aggregation steps of the monomers
via long range electrostatic repulsion. In addition, depending
on the involved residues, protonation at low pH alters the hy-
drophilicity of the protein surface, which in turn would also
affect the aggregation kinetics.[20] An entropic effect on the di-
merization process was suggested from theoretical studies.
Zoete et al. have estimated the insulin dimerization binding
free energy[25] based on the crystal structure of the dimer.[26]

Calculation of the entropic contribution to this binding free
energy revealed a loss in translational and rotational entropy
as a dominant factor that is not overcome by the gain in vibra-
tional entropy, which was estimated by normal mode analy-
sis.[27] The main entropic contribution, however, is expected
from the protonation of titrable groups, which might affect
the atomic fluctuations of a protein. Depending on how much
these fluctuations are altered in any transition state between
monomers and oligomers, the first steps of the aggregation
process might also be influenced entropically.

In all three cases, an influence of pH on the primary aggre-
gation steps of insulin is expected. If entropy plays a major
role, structural information of the transition state can be ex-
tracted from the measured aggregation kinetics. Furthermore,
any correlation of the monomer decay with the primary steps
of aggregation could imply an early rather than a late transi-
tion state in the insulin aggregation kinetics, which eventually
leads to fibrils.

Here, we test these hypotheses by a combined experimental
and computational approach. The pH-dependent aggregation
is addressed by monitoring the monomer concentration of
bovine insulin by mass spectrometry, while the pH-dependent

entropies of the monomer are calculated from computer simu-
lations.

Results

Aggregation kinetics

The influence of pH value on the aggregation rate of the insu-
lin monomer was investigated with time-resolved liquid beam
(laser) desorption mass spectrometry by monitoring the de-
crease of insulin monomer abundance in aqueous solution as
a function of time. The experiments were carried out at near
ambient temperature (313 K) and between pH 1.6 and 3 with
typical insulin concentrations of 50 mm. The obtained concen-
tration profiles are characterized by sigmodial time traces (Fig-
ure 2 A) and a lag time t, which can be quantified by the time
between the start of the kinetics and the time of half
decay.[28, 29] This lag time as a function of pH can be observed

Figure 1. Crystal structure of insulin displaying the A chain (21 residues) con-
taining an intrachain disulfide bond, and the B chain (30 residues) with two
additional disulfide bonds linking the chains (PDB ID: 2BN3). The titrable
groups in the pH range of 1 to 7 are highlighted with blue circles. The C-ter-
minal regions are shown in dark red (CTER), glutamates are depicted in light
red and histidines in yellow.

Figure 2. A) Relative intensities of the insulin monomer MS peak versus
time. Intensities were measured relative to the mass peak intensity of an un-
aggregated protein sample at the corresponding pH value. The data points
were fitted with a sigmodial function. The transparent bands around the
time-resolved data points in the traces reflect the overall experimental un-
certainties. Atomic force microscope images of the aggregated samples
after 72 h at pH: B) 1.6, C) 2.0, D) 2.5, E) 3.0. The black bar corresponds to a
length scale of 1 mm.
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in the time-resolved experiments. Significant populations of
oligomers at higher masses have not been observed. For the
employed experimental conditions, we verified that the mono-
mer is the major species in the system using static light scat-
tering, and calculated the equilibrium constant for dimerization
as a function of pH (see the Supporting Information). Changes
in monomer concentration due to a shift of the equilibrium
cannot account for the pH-dependent differences observed in
the kinetics since the dependence of the kinetics on insulin
monomer concentration has been found to be very small in
the considered concentration range.

The measured kinetics depicted in Figure 2 A display the
smallest lag time at the lowest pH of 1.6 and increased t

values by at least a factor of three at higher pH values. This
pH-dependence is consistent with data obtained at a higher
temperature (T = 358 K) by Nielsen et al. ,[20] who followed the
kinetics of fibril formation by means of thioflavin fluorescence.

Subsequent to the kinetic experiments the samples were
cooled to 283–288 K, which terminated the aggregation pro-
cess. To monitor the formation of short fibrils, spherical protofi-
brils, and, in particular, to verify that this process is correlated
with the monomer-decay kinetics, the aggregation products
were imaged with atomic force microscopy (AFM). Indeed, the
images and overall features agree with the results obtained by
Jansen et al.[18] The morphology of the observed aggregation
products appeared to depend on the pH of the system (Fig-
ure 2 B). In the pH range of 1.6 to 2.5 the products consisted of
short, rod-like aggregates, several longer fibrils and a few fairly
disordered aggregates. In contrast, at pH 3, at which also
rather slow kinetics was measured, only spherical aggregation
species were observed. The more pronounced fibril structures
for fast aggregation and the spherical nonfibrillar structures for
slow overall kinetics suggest that in all cases a similar pathway,
but different intermediates on the way to larger fibrils, were
observed. The difference in the experiments appears to be the
timescale of the overall aggregation kinetics and the stage of
the aggregation when it was monitored with AFM.

Since lowering the pH of the solution is accompanied with
successive protonation of titrable amino acids and in turn with
an increase of the overall charge of the monomers, it might at
first sight appear counterintuitive that a lower pH correlates
with faster aggregation. The higher charge should increase the
electrostatic interaction, that is, the repulsion between equally
charged species, which is expected to slow down an encounter
and in turn the aggregation.

To assess the influence of this electrostatic interaction, which
would be reflected in a large contribution of the activation en-
thalpy to the total activation free energy, aggregation kinetics
were also measured at a temperature of 358 K and pH 2 (see
the Supporting Information). Assuming an Eyring transition
state model in combination with an Arrhenius behavior in this
temperature range,[30] these measurements yield a free energy
activation barrier with entropic and enthalpic contributions that
are in the same order of magnitude. At high pH and reduced
charges on the monomers, a correspondingly reduced enthalp-
ic contribution is expected, and, therefore, the total activation
free energy barrier would include a larger entropic part.

These results assign the entropy an important role in theACHTUNGTRENNUNGaggregation kinetics. Especially at around pH 2 small changes
in pH result in pronounced changes in observed kinetics.

pH-dependent flexibility

In order to understand this result and to assess the influence
of pH on the internal dynamics, energetics, and entropies of
the insulin monomer, extensive all-atom MD simulations were
carried out at pH values ranging from 1 to 7. Upon changing
the pH in this range, the protonation sites will be deprotonat-
ed in the sequence: carboxyl groups of the C termini (CTER), car-
boxyl groups of the glutamates (E), and the imidazole nitro-
gens of the histidines (H; Figure 1). Four different static proto-
nation states of the protonable groups in the monomer were
considered, and the respective pH was derived from pKa values
obtained from continuum electrostatic calculations (see the
Supporting Information).[31]

All titrable groups were found to be protonated at pH<1.
Correspondingly, system HECTER was set up with doubly pro-
tonated histidines, glutamates and C termini to describe this
pH range. Similarly, for 1<pH<2 (system HE) histidines
(doubly) and glutamates were protonated; for 2<pH<5 (sys-
tem H) all histidines were doubly protonated; and from pH>5
(system 0) one of the two nitrogens in each histidine was de-
protonated. Accordingly, systems HE and H correspond to the
measured kinetics at pH values below or above pH 2, respec-
tively. All four systems were each simulated for 95 ns at 313 K.

Figure 3 A shows the four ensembles obtained. System H dis-
plays an increased flexibility of the C-terminal B chain; this is in
agreement with previously reported experimental and theoret-
ical studies.[2, 5, 32] The secondary structure of the insulin mono-
mer in all systems is overall preserved, except for system H, in
which initial unfolding events in the first helix of the A chain
and the helix of the B chain are observed. This is in agreement
with a previously reported increase in DGunfolding in 1H NMR
spectroscopy titrations of human insulin.[2, 12] For a pH between
1 and 2 (system HE) an unexpectedly reduced flexibility was
observed.

The differential flexibility is largely due to competing pH-
dependent interactions between the three pairwise contacts
formed by the C terminus of the B chain (Ala51) and the N-ter-
minal residues of the A chain (Gly1 and Glu4). Due to steric re-
straints, only two of these three contacts are formed at a time.
When all titrable groups, including Ala51, are protonated, and
Glu4 and Ala51 are neutral (system HECTER), the interactions be-
tween all three pairs are equally weak, which implies frequent
competitive contact-pair formation and rupture; this explains
the observed high flexibility (see the Supporting Information).
In contrast, for system HE, Ala51 is deprotonated, and one
single, strong salt bridge is formed between Gly1 and Ala51;
this effectively locks the C terminus of the B chain. For the
other two systems (H and 0) Glu4 is also deprotonated; this
allows for the formation of two competing salt bridges to
Gly1. This results in a strong competitive interaction between
Gly1, Glu4, and Ala51, and explains the higher overall flexibility
at pH 2–5. Finally, at high pH the singly protonated histidines
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allow for interactions between Ala51 and Ser30; this effectively
locks the C terminus again, albeit at a different position, and is
in agreement with NMR spectroscopy data.[2]

The flexibility of each system is quantified by a principal
component analysis (PCA). The projection of the four trajecto-
ries onto the common essential subspace spanned by the first
two eigenvectors with the largest eigenvalues (Figure 3 B) de-
scribes those dominant collective motions of the protein that
contribute most to the atomic fluctuations observed in the
simulations. The area covered represents the extent of theACHTUNGTRENNUNGexplored conformational space, and quantifies the reduced
flexibility for system HE as compared to the other systems. Ap-
parently, the largest fluctuations are observed for system H.

Entropy estimate

The larger area seen for system H suggests a higher entropy.
To quantify the conformational entropies of each system, a full
correlation analysis (FCA)[33, 34] in combination with a density es-
timate of the complete configurational space was carried out
(see the Supporting Information). This entropy estimate, how-
ever, depends on how complete the configurational phase
space density is sampled and, hence, on the simulation time.

Accordingly, estimates obtained from short trajectories tend to
underestimate the entropy. To address this convergence issue,
we calculated the individual entropies of the Ca atoms using
trajectories of different lengths, which had been started from
different points during the simulations.

Figure 4 displays the entropies of the four systems obtained
as a function of the time length used for analysis. A significant-
ly larger entropy (~150 J mol�1 K�1) for all analysis time lengths
was observed for system H compared to all other systems.

As a control, we also applied the established Schlitter
method.[35, 36] Although this method relies on a (quasi-)har-
monic approximation of the phase-space density and, there-
fore, does not account for nonlinear correlations, it has theACHTUNGTRENNUNGadvantage that it provides an upper bound for the entropy.
Indeed, the entropies calculated with the FCA method were
consistently smaller for all systems and, therefore, are assumed
to be more accurate.

Discussion

The observed entropy difference between systems HE and H,
together with the faster, measured aggregation kinetics of the
charged monomers at low pH and the temperature-dependent
measurements at pH 2 imply that entropy is an important
factor in the primary aggregation steps. Furthermore, valuable
information about energetics, and, to some extent, structural
features of the transition state, which defines the rate limiting
aggregation step, might be obtained.

In the simplest case, this transition state corresponds to a bi-
molecular encounter complex. As shown in Figure 5 (left-hand
blue bar), the calculated entropy difference implies a free
energy difference between the monomers of system H and HE
(TDS~313 K � 150 J mol�1 K�1 = 47 kJ mol�1) ; for the purposes
of the illustration the enthalpy difference between the two sys-
tems is set to zero.

For comparison with the observed kinetics, the activation
enthalpy difference DDH� =DH�

HE�DH�
H between the two sys-

Figure 3. A) Illustration of the fluctuations of the four simulated systems.
From top to bottom: 0 (pH>5), H (pH 2–5), HE (pH 1–2), HECTER (pH<1).
B) Comparison of the respective conformational space sampled (data shown
in nm). The individual trajectories were projected onto the two most promi-
nent, global eigenmodes, which were obtained from a principal component
analysis (PCA) over the Ca atoms of the combined trajectories of the four
systems.

Figure 4. The FCA/density estimated entropies obtained for different trajec-
tory lengths of the four simulated systems. The largest entropy was ob-
served in the range of pH 2–5 (system H). From top to bottom: 0 (pH>5), H
(pH 2–5), HE (pH 1–2), HECTER (pH<1).
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tems as well as the change in activation entropy DDS� =

DS��DS =DS�
H�DS�

HE need to be considered, which in Figure 5
appear at the encounter complex. Taking into account the
overall excess charge of system HE (+4) and the neutrality of
system H, we assume DDH� to be dominated by electrostatic
repulsion between the HE monomers. We estimate this contri-
bution of 14 kJ mol�1 from the electrostatic interactions be-
tween two solvated charged spheres at a distance of 2 nm.

FS values

In contrast, DDS� cannot be readily estimated. Rather, DDS�

depends on how much the flexibility of those “entropy-rele-
vant” residues, which mainly contribute to the monomer en-
tropy difference calculated above, is affected by the formation
of the encounter complex. In analogy to the well-known F

value,[37] which describes the energetic contribution of mutat-
ed amino acids to the transition state of a protein folding pro-
cess, and thus yields structural information on the transition
state, here we assign a FS value to the aggregation process at
hand, FS = (DS�DS�)/DS. This value quantifies the extent to
which the monomer entropy difference is affected in theACHTUNGTRENNUNGencounter complex and should, therefore, provide structural
information on the encounter complex.

Figure 5 illustrates the range of possible FS values. For FS =

0, the monomer entropy difference is fully maintained at the
barrier, so that the fluctuations of the entropy-relevant resi-
dues are unaffected by the formation of the encounter com-
plex—most likely because they are not involved in the respec-
tive contact interfaces. In this case, the free energy barrier of
system HE is increased with respect to the neutral system H
only by the estimated enthalpic contribution of 14 kJ mol�1.
This activation free energy difference, however, would imply
that system H should aggregate approximately 200-times
faster than system HE; this is not observed experimentally. If

the monomer entropy difference is not fully maintained (FS>

0), the barrier heights of both systems would increase due to a
correspondingly reduced entropy in the encounter complexes.
Assuming that the entropy reduction is more pronounced for
the more flexible system H, its barrier height will increase
faster ; this implies a less pronounced difference in the aggre-
gation kinetics of the two systems. For FS = 1, the entropy dif-
ference vanishes, and the activation free energy difference is
TDS�DH� = 33 kJ mol�1 (rightmost energy levels in Figure 5).
In this case, system HE would display faster aggregation kinet-
ics, in accordance with the experimental findings, albeit by
orders of magnitude faster.

Since the three-times faster aggregation kinetics measured
for system HE results in an activation free energy difference of
2.8 kJ mol�1, a FS value of 0.36 is obtained (Figure 5, right-
hand blue bar), and 64 % of the entropy difference is main-
tained in the encounter complex. The corresponding partial re-
duction of the entropy difference from 47 kJ mol�1 in the mon-
omeric systems to 30 kJ mol�1 in the encounter complexes sug-
gests that only one of the two flexible regions identified above
(C-terminal site or the helix of the B chain) is actually involved
in contact formation. Considering that the two glutamates in
the helix of the B chain are neutral in system HE, which would
enthalpically favor the formation of the encounter complex
due to diminished local electrostatic repulsion, this region
seems a likely candidate.

The discussion above considered the simplest case of a bi-
molecular encounter complex, which implies a very “early”
transition state in the mechanism of fibril formation. Account-
ing for the polydispersity of the aggregation process on the
pathway to fibrils the existence of intermediate oligomers
cannot be ruled out. The observed correlation of the monomer
decay with the formation of fibrils, however, renders an early
transition state more likely. In any case, should the rate deter-
mining step—contrary to our expectation—correspond to a
“late” transition state with an oligomeric complex structure,
the discussion above would still apply, since entropy is also
then expected to play an important, if not dominant role.

Conclusions

In summary, our combined study has revealed that the primary
steps of pH-dependent insulin aggregation are determined by
the conformational flexibility of the monomer. The enthalpic
and entropic contributions to the pH-dependent activation
free energy for aggregation have been quantified. Further, the
observed correlation between the pH-dependent monomer
decay and fibril formation is consistent with an early rather
than a late transition state in the insulin aggregation kinetics.

Contrary to what one might expect, the charged species
(system HE) showed faster kinetics despite its enhanced solu-
bility and electrostatic repulsion. This anomaly is explained in
terms of an entropic overcompensation. Accordingly, com-
pared to the charged monomers the neutral ones (system H)
display a larger flexibility, which is reduced in the encounter
complex of the primary aggregation steps. This resulting en-
tropic cost, which should be also present in an encounter com-

Figure 5. Free energy profiles of the aggregation process for systems H
(yellow) and HE (red). Free energies are based on entropy calculations for
the monomers (left) and also include enthalpy estimates for the encounter
complexes (right). The extent of the entropic contributions to the encounter
complexes is characterized by the FS value. A FS value of 0.36 matches the
measured difference in the free energy barriers (EXP). Note that deviating
from the usual convention, DS� = S�

H�S�
HE denotes the difference between

entropies at the barrier.
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plex rendering more an oligomeric rather than a bimolecular
structure, increases the activation free energy barrier and
thereby drastically slows down the aggregation kinetics.

The close relation of the pH-dependence in the primary ag-
gregation steps and entropy, which this study has revealed
combined with the atomistic simulations, provides a micro-
scopic picture and, in particular, allows the extraction of struc-
tural information on the encounter complex. Specifically, we
suggest the residues in the helix of the B chain to be part of
the contact surface; this favors the idea that the interaction
site of the encounter complex is structurally different from the
dimer interface in the crystal structure.[20]

Indeed, a sequence of this helix (named the “steric zipper”
motif involving residues B12–B17) was recently found to be
crucial for the formation of amyloid-like fibrils and is incorpo-
rated in their cross-b spines.[22, 23]

Experimental Section and Computational
Methods

Aggregation assays : Bovine insulin was purchased from Sigma–Al-
drich (Product No. I5500) and was used without further purifica-
tion. Hydrochloric acid (1 N) was purchased from Merck. Solvents
were prepared by diluting the necessary amount of hydrochloric
acid (1 N) with double distilled water to give the required pH (1.6,
2, 2.5 and 3) and were then filtered through a syringe filter
(0.45 mm pore size). Insulin (5.8 mg) was dissolved in the solvent of
the required pH (20 mL) to give a 50 mm final solution. The pH
values of the solvent and the final solution were verified to be
within 0.1 of the desired value with a pH meter (Hanna Instru-
ments). Aliquots (1 mL) were transferred into PP reaction vessels
(1.5 mL) and shaken at 800 rpm and 40 oC in a block heater. Ali-
quots (50 mL) were sampled from the solution and stored at �25 oC
for mass spectrometric analysis.

Mass spectrometry : The MS-based method for measuring the bio-
kinetics of insulin in the present work was time-resolved liquid
beam desorption mass spectrometry.[38–42] The samples were intro-
duced into the liquid water jet by using an HPLC injection valve
(Rheodyne MX9925). For the laser desorption of protonated insulin
the idler wave of a LiNbO3 optical parametric oszillator (OPO,
GWU) with a wavelength of 2800 nm was employed. The OPO was
pumped by the fundamental of a Nd:YAG laser (Spectra Physics,
Quanta Ray INDI). Each injection resulted in 80 usable single shot
spectra at 20 Hz repetition rate. The median average of the mono-
mer peak intensities was calculated for further data analysis. The
obtained traces (Figure 2 A) usually consisted of several experi-
ments (between 2 and 4), which were averaged in order to obtain
a satisfactorily signal-to-noise ratio.

Atomic force microscopy : The solution containing the aggrega-
tion products was diluted by a factor of ten, 5–10 mL of which
were spin coated to dryness on a freshly cleaved mica surface. A
Digital Instruments (Veeco) MultiMode scanning probe microsco-
pe IIIa was used. Samples were imaged in air at a 1 Hz scan rate by
using silicon tips.

Molecular dynamics simulations : The MD simulations with indi-
vidual trajectory lengths of 95 ns were conducted with the GRO-
MACS software package[43] at 313 K by using the OPLS all-atom

forcefield.[44, 45] Electrostatic interactions were calculated at every
step with the particle mesh Ewald method.[46, 47] The starting struc-
ture for bovine insulin was obtained from the Protein Data Bank
(PDB ID: 2BN3). Overlapping water atoms, alternate atoms with
lower B factors, as well as missing side chain atoms were corrected
with the “FASTMD” command of the WHAT IF modeling soft-
ware.[48] The MEAD package was used to calculate pKa values[31, 49]

(see the Supporting Information). Each simulation box contained
the protein monomer solvated in explicit water (TIP4P);[50] sodium
or chloride ions were added to achieve a zero net charge of the
system. The integration time step was chosen to be 1 fs and weak
coupling algorithms were applied to the system over the course of
the simulations to keep the temperature and pressure constant. All
analyses were performed over the last 75 ns of each trajectory to
exclude initial relaxation motions. The Ca atoms were used for all
principal component analysis. From a principal component analysis
over the combined trajectories, after assembling and diagonalising
the covariance matrix of atom pairs, the eigenvectors and eigenval-
ues were obtained. VMD was used for all 3D structure plots.[51]
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