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Methods
Free energy calculation. To estimate double free energy differences reporting on
the protein thermal stability a thermodynamic cycle was constructed according to
[1]. The unfolded protein was represented by a capped tripeptide consisting of two
glycine residues at the termini and the amino acid of interest in the middle. For
the charge conserving mutations MD simulations were performed for the folded and
unfolded states separately. In the case of charge changing mutations, the overall
charge of the system was kept constant by performing mutations in the folded and
unfolded states simultaneously in opposite directions by putting both states in the
same simulation box [2]. The tripeptide was positioned ∼3 nm away from barnase.
To prevent the peptide and barnase getting closer to each other than the van der
Waals and short range electrostatic cutoffs, position restraints were applied to the
Cα atom of the middle residue of a tripeptide. Also, linear center of mass removal
was performed for the barnase and the rest of the simulated system separately. For
the protein-protein binding free energy calculations the thermodynamic cycle was
constructed by estimating ∆G upon mutation in a protein complexed with its bind-
ing partner and free in solution. Equilibrium 20 ns MD simulations were performed
for the two states. Subsequently, snapshots from the equilibrium runs were extracted
to spawn 100 simulations of 50 ps each to alchemically morph between the two states
of the system. The work values over every non-equilibrium transition were extracted
and further used to estimate the free energy differences relying on the Crooks Fluc-
tuation Theorem [3] and utilizing Bennett acceptance ratio as a maximum likelihood
estimator [4].

Force fields. The following force fields were used in the study: Amber family
(Amber99sb [5] and Amber99sb*ILDN [6, 7]), OPLS [8, 9], and Charmm family
(Charmm22* [10], Charmm36 [11]). In addition, for the Charmm36 force field the
effects of two water models were tested: TIP3P model [12] without Lennard-Jones
parameters on hydrogen atoms and the native Charmm TIP3P water model, denoted
Charmm36H. Calculations for barnase were performed with all six force field variants.
For the staphylococcal nuclease and protein binding simulations Amber99sb*ILDN
and Charmm36H were used. Neurotensin receptor 1 was simulated with the Am-
ber99sb*ILDN force field.

Molecular dynamics simulations. MD simulations were performed using the
Gromacs [13] simulation package versions 4.6 and 5.0. Hybrid structures and topolo-
gies were prepared with the pmx [14] software. For the mutations considered in the
protein-protein binding free energy calculations we constructed a specialized mu-
tation library. In the library, for any pair of amino acids a hybrid structure was
constructed by morphing backbone atoms and Cβ atom directly from one state to
another, while all the rest of the side chain atoms were turned to dummies. Particle
Mesh Ewald [15] was used to treat electrostatic interactions in the simulation. For
all the transitions and equilibrium simulations of the tripeptides, charge conserv-
ing mutations in barnase, staphylococcal nuclease and NTR1 triple mutant a short
range cutoff for the electrostatic interactions of 1.2 nm was used. For the charge
changing mutations in barnase, single and double mutants in NTR1 a shorter elec-
trostatic interaction cutoff of 1.1 nm was used. During the alchemical transitions
the non-bonded interactions were soft-cored using the default parameter set [16]. All
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bonds were constrained using LINCS [17]. Temperature was controlled by the veloc-
ity rescaling thermostat [18]. The barnase and NTR1 simulations were performed
at 300 K temperature using a time constant of 0.1 ps. Staphylococcal nuclease was
simulated at 293 K temperature with a 0.1 ps time constant, α-chymotrypsin com-
plexed with turkey ovomucoid third domain was simulated at 294 K temperature
(0.1 ps time constant), antibody HyHEL-10 Fv complexed with hen egg lysozyme
was simulated at 303 K temperature (0.1 ps time constant). The Parrinello-Rahman
barostat [19] was used for pressure coupling. In all the simulations the pressure was
kept at 1 bar using a time constant of 5 ps. The van der Waals interactions were
switched off between 1 and 1.1 nm.

The structures used for the molecular dynamics simulations: barnase, 1BNI [20],
staphylococcal nuclease 1STN [21], neurotensin receptor 1 4BUO [22], α-chymotrypsin
complexed with turkey ovomucoid third domain 1CHO [23], antibody HyHEL-10 Fv
complexed with hen egg lysozyme [24]. The proteins and peptides were solvated in
TIP3P [12] water and 150 mM of Na+ and Cl− were added. Prior to starting the sim-
ulations, a steepest descent energy minimization was performed. 20 ns equilibrium
MD runs were performed for all the simulation cases. From the generated trajec-
tories the first 2 ns were discarded for all protein simulations. From the tripeptide
trajectories the first 4 ns were discarded. 100 snapshots were equidistantly extracted
from the resulting trajectories. For the cases of barnase, staphylococcal nuclease,
tripeptides and protein-protein binding simulations hybrid structures for the mu-
tated residues were introduced into the snapshots. Subsequently, every system was
energy minimized and subjected to a 20 ps equilibrium simulation. Afterwards, an
alchemical transition between the states of a hybrid structure was performed in 50
ps. In the case of NTR1, hybrid structures for the mutants were generated prior
to starting the equilibrium simulations. Therefore, the alchemical transitions were
started directly after extracting the snapshots. The transitions in the neurotensin
receptor 1 were performed in 200 ps for the single and double mutants, whereas, to
ensure convergence in the triple mutant, 1600 ps transitions were used.

Error estimation. The error bars throughout the manuscript report on the stan-
dard error of the mean of a measurement. For the average unsigned error estimates,
AUE was calculated for every ∆∆G value and subsequently the standard error was
assessed over multiple AUEs. For the correlations and percentage of the predictions
within 1 kcal/mol accuracy, a bootstrapping procedure was employed (1000 resam-
pling runs for every error estimate).

Rosetta ddg monomer protocol. Mini-Rosetta version Release 3.3 from SVN
42942 was used for calculations. Prior to running the ddg monomer calculations
pre-minimization was performed using distance constraints on the Cα atoms (min-
imize with cst protocol). Afterwards, the protocols were executed following the de-
scription by Kellogg et al. [25]. We used three protocols termed ”row 3”, ”row 6”
and ”row 16” according to the naming in Table 1 of [25]. The exact commands with
the parameters for the protocols were taken from the supporting information of [25].
The barnase calculations were performed starting from two crystal structures: 1BNI
[20], resolution of 2.1 Å and 1A2P [26], resolution of 1.5 Å. The structures used
for protein-protein binding calculations: 1CHO [23], resolution of 1.8 Å, 2DQJ [24],
resolution of 1.8 Å.
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Partial Least Squares (PLS) regression model. PLS regression was built using
the specialized package [27] implemented in the statistical software package R [28].
For all the constructed models 1 PLS component was used. To build the regression
three approaches were considered, which yielded similar results (Figure S11 in the
Supporting Information).

In the first approach, the set of charge conserving mutations was randomly di-
vided into training and testing subsets by a 1:1 ratio. The training subset was
used for model building, while the testing subset was left for crossvalidation. The
procedure was repeated 10000 times and an average model over all the runs was
calculated. In the second approach, all the charge conserving mutations were used
for model building and the charge changing mutations served as a subset for cross-
validation. For the third approach, all the charge changing mutations were used
for model building, whereas the charge conserving mutations served as a subset for
crossvalidation. The performance of the model from the second approach against the
training and crossvalidation subsets can be seen in Fig. 1c,d and Figures S9a,S10a in
the Supporting Information. The model from the first approach yielded results higly
similar to the second approach. The PLS model based on the charged mutations also
showed similar performance to the other two approaches: crossvalidation cor=0.77,
AUE=2.83 kJ/mol, 73% within 1 kcal/mol accuracy; for all the mutations cor=0.74,
AUE=2.94 kJ/mol, 72% within 1 kcal/mol accuracy.

Database analysis. ProTherm was parsed to extract the ∆∆G values. Whenever
available, free energy differences of unfolding in water were used. To compare exper-
imental values for the same mutation that has been reported multiple times, firstly,
all the entries for identical mutations coming from the same source organism and the
same protein have been extracted. Afterwards, the set of entries for a given muta-
tion were randomly shuffled and paired by creating a chain of values for comparison.
For the analysis in Fig. 2b a selected pair of ∆∆G values was accepted if for both
experiments the reported temperatures, pH and ion concentrations (if reported in
ProTherm) were equivalent. For the comparisons in Fig. 2c and Figure S13 in the
Supporting Information values of those mutations were considered that were used
for the alchemical free energy calculations; experimental conditions were required to
have identical temperatures and pH.
ProTherm version containing 26045 entries was downloaded on 22.01.2014.

Literature sources for the ∆Tm vs ∆∆G analysis. Ribose-binding proteina

[29], ribose-binding proteinb [30], lysozymec [31], lysozymed [32], rubredoxin [33],
SNasee [29], SNasef [34], fibroblast growth factor [35], neurotensin receptor 1g [22],
neurotensin receptor 1h [36].

Literature sources for the ∆∆G values for protein-protein binding anal-
ysis. α-chymotrypsin complexed with turkey ovomucoid third domain 1CHO [37],
antibody HyHEL-10 Fv complexed with hen egg lysozyme [38–40]. CC/PBSA re-
sults were taken from [41].

Average unsigned errors by amino acid type. To render the impact of the
force field parameters clearer the average unsigned errors (AUE) were decomposed
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into contributions for every amino acid separately. The results are presented in the
supporting figures S15 and S16. The AUE values were calculated for every amino
acid in each force field and compared to the results obtained with the consensus
approach. For those cases where consensus outperformed the other force fields, it
could be deduced that the parameterization of that particular amino acid in both
force fields might benefit from a closer investigation. Glutamine and lysine serve as an
example for such a situation (Fig. S16): the consensus approach gives a smaller AUE
than any individual force field, hence, Amber99sb*ILDN and Charmm36H must
be pointing in opposite directions (with respect to the experimental values) when
predicting free energy changes for these residues. Such analysis also provides useful
information when the consensus approach does not outperform the other force fields.
For example, in figure S16 isoleucine involving free energy changes are predicted best
by Charmm36H, indicating that both force fields make an error in the same direction
(with respect to the experimental values), but one of the force fields has a better
representation of this amino acid.
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Protocola row 3 row 6 row 16 row 3 row 6 row 16
PDBb 1BNI 1BNI 1BNI 1A2P 1A2P 1A2P

All mutations 0.49 0.46 0.48 0.23 0.48 0.47
Charge conserving 0.61 0.67 0.64 0.36 0.72 0.71
Charge changing -0.04 -0.19 -0.17 -0.19 -0.19 -0.26

Table S1: Correlations of the Rosetta based ∆∆G estimates and experimental
measurements
a Corresponds to the protocol in Table 1 in [25].
b Resolution: 1BNI 2.1 Å, 1A2P 1.5 Å.
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Figure S1: Average unsigned errors of the calculated ∆∆G values from experiment
for mutation subsets grouped by secondary structure (top row), stabilizing effect
(middle row), amino acid size (bottom row)
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Figure S2: Correlations of the calculated ∆∆G values to experiment for mutation
subsets grouped by secondary structure (top row), stabilizing effect (middle row),
amino acid size (bottom row)
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Figure S3: Percentage of the ∆∆G values predicted with 1 kcal/mol accuracy with
respect to experiment for mutation subsets grouped by secondary structure (top
row), stabilizing effect (middle row), amino acid size (bottom row)
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Figure S4: Average unsigned errors of the calculated ∆∆G values from experiment
for mutation subsets grouped by mutating to alanine/non-alanine (top row), exposure
to solvent(middle row), involved residues ILDN/DER (bottom row)
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Figure S5: Correlations of the calculated ∆∆G values to experiment for mutation
subsets grouped by mutating to alanine/non-alanine (top row), exposure to sol-
vent(middle row), involved residues ILDN/DER (bottom row)
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Figure S6: Percentage of the ∆∆G values predicted with 1 kcal/mol accuracy with
respect to experiment for the mutation subsets grouped by mutating to alanine/non-
alanine (top row), exposure to solvent(middle row), involved residues ILDN/DER
(bottom row)
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Figure S7: Average unsigned errors and correlations between the force fields (off-
diagonal elements) and within the force fields (diagonal elements) for the charge
conserving mutations.
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Figure S8: Average unsigned errors and correlations between the force fields (off-
diagonal elements) and within the force fields (diagonal elements) for the charge
changing mutations.
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Figure S9: Correlations of the calculated ∆∆G values to experiment for individual
force fields and their combinations. (a) Values for individual force fields, consensus
model built as a PLS regression, consensus model built by averaging and consensus
model built by averaging considering simulation time equivalent to a trajectory of a
single force field. (b) The best performing individual force field and the other best
performing combinations.
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Figure S10: Percentage of the ∆∆G values predicted with 1 kcal/mol accuracy with
respect to experiment for individual force fields and their combinations. (a) Values
for individual force fields, consensus model built as a PLS regression, consensus model
built by averaging and consensus model built by averaging considering simulation
time equivalent to a trajectory of a single force field. (b) The best performing
individual force field and the other best performing combinations.
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Figure S11: Weights assigned to the force fields by the partial least squares (PLS)
regression model. Gray: 10000 PLS models built using by randomly selecting 44
amino acids from the charge conserving mutation set for training at a time. Black:
average over the 10000 PLS models. Turquoise: PLS model built using all 88 charge
conserving mutations. Salmon: PLS model built using all 31 charge changing muta-
tions.
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Figure S12: Consensus average models constructed from two force field combinations
considering sampling time equivalent to that of a simulation with a single force field.
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Figure S13: Experimentally measured double free energy differences for staphylo-
coccal nuclease that were used in the current study. The values that were reported
multiple times for the same mutation are plotted against one another. Experiments
reporting on the same mutation were performed at identical temperatures and pH.

S18



Figure S14: ∆∆G values for 24 charge conserving mutations in staphylococcal nucle-
ase. Consensus AVG was built from the Amber99sb*ILDN and Charmm36H results
considering the combined sampling time equivalent to that of a simulation with a
single force field. Experimental values are depicted with the 1.06 kJ/mol errorbars
dictated by the AUE in Fig. S13 in the Supporting Information.

S19



Figure S15: AUE values averaged over every amino acid extracted from the barnase
free energy calculations using all 119 mutations for 6 force fields and 2 consensus
models. Top panel: averaging over AUE for the amino acids that serve as a source
for mutations, e.g. the Ala case comprises 17 mutations from alanine to any residue.
Middle panel: averaging over AUE for the amino acids that serve as a target for
mutations, e.g. the Ala case comprises 36 mutations from any residue to alanine.
Bottom panel: averaging over all the instances of every amino acid, e.g. the Ala case
comprises 53 mutations where either alanine is mutated to any residue, or any residue
is mutated to alanine. Numbers in the panels depict the number of occurrences for
a given amino acid in the mutation scan. Amino acids are sorted by the Consensus
AVG AUE values in ascending order.
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Figure S16: AUE values averaged over every amino acid extracted from the barnase
free energy calculations using all 119 mutations for 2 force fields and 1 consensus
model. Top panel: averaging over AUE for the amino acids that serve as a source
for mutations, e.g. the Ala case comprises 17 mutations from alanine to any residue.
Middle panel: averaging over AUE for the amino acids that serve as a target for
mutations, e.g. the Ala case comprises 36 mutations from any residue to alanine.
Bottom panel: averaging over all the instances of every amino acid, e.g. the Ala case
comprises 53 mutations where either alanine is mutated to any residue, or any residue
is mutated to alanine. Numbers in the panels depict the number of occurrences for
a given amino acid in the mutation scan. Amino acids are sorted by the two force
field consensus AUE values in ascending order.
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Figure S17: Average signed error (ASE=∆∆Gexp-∆∆Gcalc) values averaged over
every amino acid extracted from the barnase free energy calculations using all 119
mutations for 6 force fields and 2 consensus models. Top panel: averaging over ASE
for the amino acids that serve as a source for mutations, e.g. the Ala case comprises
17 mutations from alanine to any residue. Middle panel: averaging over ASE for
the amino acids that serve as a target for mutations, e.g. the Ala case comprises
36 mutations from any residue to alanine. Bottom panel: averaging over all the
instances of every amino acid, e.g. the Ala case comprises 53 mutations where either
alanine is mutated to any residue, or any residue is mutated to alanine. Numbers in
the panels depict the number of occurrences for a given amino acid in the mutation
scan. Amino acids are sorted by the Consensus AVG ASE values in ascending order.

S22



Mutation Expt Amber99sb Amber99sb* OPLS Charmm22* Charmm36 Charmm36H

ILDN

I4A -4.30 -2.53 -1.24 -6.90 -3.69 -6.30 -2.90
I4V -3.00 2.25 0.80 -5.28 -4.85 -2.59 -3.24
N5A -7.67 -4.68 -2.20 -1.93 -0.53 0.13 0.12
T6A -9.34 -3.59 -3.93 -0.61 -1.80 2.86 -2.22
T6D 0.46 0.26 -0.94 3.26 -2.58 -0.40 2.58
T6E -1.13 5.40 5.57 5.65 -1.77 -1.36 -3.20
T6N -5.31 1.33 1.38 4.13 -0.08 -4.00 1.45
T6Q -7.82 1.27 -0.02 6.66 -3.42 5.83 0.67
T6S -0.92 0.85 0.75 0.07 2.71 4.23 2.12
F7L -17.15 7.01 -2.24 -4.89 -5.45 -8.39 -7.30
D8A -3.95 -12.28 -6.81 -5.56 -13.75 -6.72 -6.71
D8S -2.93 -11.10 -7.94 -3.51 -6.20 -8.60 -9.40

V10A -14.64 -11.59 -10.35 -15.19 -5.51 -14.11 -16.23
V10T -9.83 -1.19 2.98 -15.62 -11.26 -11.99 -13.80
D12A 0.12 -3.53 -0.61 -4.11 -8.96 -12.97 -10.65
D12S -3.77 -4.89 -2.70 -10.13 -6.22 -10.45 -13.66
Y13A -14.76 -22.95 -21.67 -12.60 -14.74 -12.56 -10.89
Y13F -2.64 -2.91 -3.09 -4.29 -2.28 -2.67 -3.37
L14A -19.14 -20.38 -20.78 -20.27 -13.24 -11.19 -13.56
Q15A -0.84 -1.70 -4.73 -2.87 -0.79 1.28 1.13
Q15I 5.77 3.66 3.05 3.13 6.11 5.07 6.67
T16A -2.09 -6.92 -5.28 2.43 0.67 -1.20 -2.18
T16R 1.27 12.25 4.79 21.61 7.52 4.12 2.35
T16S -6.91 1.03 1.79 2.14 -2.68 -1.45 -1.76
Y17A -8.96 -13.91 -12.67 -12.02 -13.63 -17.81 -17.16
Y17F -2.43 -1.93 -1.24 -2.03 -0.64 -1.00 -1.17
Y17S -8.37 -16.41 -12.10 -5.29 -13.49 -11.50 -17.55
H18A -8.47 -1.24 -0.79 7.05 -2.29 -4.59 -4.43
H18D -9.20 -2.60 -7.69 -2.62 -17.24 -16.33 -14.57
H18K -3.81 -10.86 -10.49 14.36 4.67 3.99 0.66
H18N -7.53 -8.33 -4.08 -1.09 2.04 3.74 2.53
H18Q -6.36 2.20 3.02 9.61 0.08 -1.80 -4.32
H18R -4.18 -9.23 -10.22 7.22 5.17 3.46 3.52
H18S -8.79 4.28 5.80 13.08 -4.07 -2.89 -1.41
K19R 3.68 1.74 4.70 -2.77 1.57 2.55 3.89
N23A -9.69 -1.62 -2.37 -10.34 -2.77 -0.85 -0.68
Y24F 0.38 0.04 -0.84 -5.14 -6.37 -7.70 -5.95
I25A -15.40 -22.58 -24.33 -17.71 -18.26 -17.36 -18.79
I25V -4.37 -8.42 -7.01 -8.36 -8.55 -7.68 -7.12
T26A -8.21 -4.28 -6.63 0.73 -1.22 -2.65 -7.88
T26D 0.00 6.60 -7.57 6.11 -3.20 -1.50 -4.90
T26E -0.21 -0.95 1.02 3.39 2.48 3.01 -8.39
T26N -5.40 -3.77 -2.59 1.63 -2.08 -1.46 -4.88
T26Q -7.20 2.20 -0.65 2.11 8.25 -0.44 2.85
T26S -2.34 -0.94 -2.33 -2.55 1.07 2.49 0.12
T26V -9.67 -6.14 -7.39 -3.25 -3.72 -11.69 -9.02
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Mutation Expt Amber99sb Amber99sb* OPLS Charmm22* Charmm36 Charmm36H

ILDN

S28A 2.51 -0.27 -0.32 0.22 2.16 0.99 1.03
S28E 2.55 9.06 9.12 7.54 1.93 -3.05 0.78
E29A -5.36 -7.93 -4.75 -4.80 0.30 -4.37 -2.73
E29Q -0.92 1.93 1.79 0.14 3.55 2.96 -2.67
E29S -5.02 -6.08 -6.11 -11.94 -1.67 -4.84 -6.44
Q31A -0.77 0.20 -2.60 -2.80 1.54 2.93 3.36
Q31S 0.91 0.86 1.15 -5.01 -2.42 1.51 1.98
A32C -7.74 0.03 -0.63 -5.19 0.61 -1.43 -1.12
A32D -1.72 4.27 -1.00 -1.91 -4.72 -1.91 -1.44
A32E 0.54 2.74 0.78 -1.37 -1.52 -1.48 -4.30
A32F -1.80 -0.85 -1.07 -6.00 -0.85 -0.20 -1.41
A32H -2.93 -1.16 -1.42 -0.97 -5.44 -2.26 -1.34
A32I -2.85 -3.08 -2.61 -4.25 -2.20 -4.21 -3.31
A32K -0.42 -5.44 -3.55 4.38 -0.18 3.48 -1.17
A32L 0.33 2.19 0.24 -1.48 0.28 -0.06 -0.15
A32M -0.33 -0.85 -0.36 -1.07 -0.86 -1.03 -2.54
A32N -1.38 0.06 -0.12 0.07 -3.05 -0.18 -1.34
A32Q -1.46 -0.91 1.73 -0.06 -0.49 0.68 -0.49
A32R -0.84 -0.05 0.46 12.24 2.56 3.04 3.47
A32S -0.67 0.30 0.38 -2.50 -1.22 -1.54 -2.24
A32T -2.05 -1.77 -1.11 -4.51 -4.28 -3.45 -2.99
A32V -1.42 -4.45 -3.71 -3.35 -2.41 -3.20 -2.39
A32W -4.77 0.40 3.16 -2.09 -0.68 1.48 -0.06
A32Y -2.93 -0.31 -1.96 -4.33 -0.09 -0.21 0.25
L33Q -5.67 -2.92 -3.71 -2.36 -4.56 -3.49 -5.15
V36A -5.98 0.87 -0.86 -4.39 -2.94 -1.87 -3.28
V36T -4.67 -1.25 -2.94 -8.62 -3.63 -5.66 -3.89
N41D -10.67 -21.96 -4.95 -5.94 -12.81 -17.16 -5.07
D44E -1.34 4.54 1.47 -1.94 0.28 -0.04 0.52
V45A -6.58 -6.45 -7.89 -4.82 -2.74 -8.32 -7.90
V45T -9.73 -3.84 -2.30 -10.50 -7.22 -8.08 -8.48
I51A -19.75 -22.63 -4.24 -14.10 -22.10 -23.23 -22.82
I51V -6.67 -7.33 -6.40 -4.10 -5.97 -9.65 -3.25
D54A -12.79 -8.49 -5.16 -10.09 -11.92 -3.56 -13.05
D54N -9.93 -7.07 8.05 -9.13 1.77 -7.29 -4.48
I55A -5.77 -6.06 -9.85 -10.37 -4.91 -4.00 -7.19
I55T -4.69 -2.67 -5.32 -6.57 -2.06 -3.80 -4.24
I55V -1.74 0.04 -2.22 -3.76 0.45 -0.90 -0.17
N58A -8.84 -15.08 -15.16 -5.04 -1.26 -9.46 -14.44
N58D 1.49 -4.07 -6.70 -1.49 -4.02 -16.38 -13.66
K62R -1.26 3.00 2.89 1.99 2.59 4.30 2.99
K66A 4.10 -0.20 3.21 -0.50 5.30 5.63 0.09
R69K -13.10 -17.57 -16.82 -24.19 -12.78 -3.08 -8.65
R69M -8.87 -7.55 -19.45 -2.63 -3.08 -17.67 -15.61
R69S -11.38 -10.36 -11.69 -23.07 7.93 -10.30 -11.28
E73A -10.04 -3.60 -1.10 15.61 6.12 3.87 16.18
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Mutation Expt Amber99sb Amber99sb* OPLS Charmm22* Charmm36 Charmm36H

ILDN

D75N -20.50 -5.92 -16.75 -4.28 -8.40 -30.97 -26.30
I76A -6.78 -4.52 4.98 -0.77 -3.38 -1.42 -0.76
I76V -3.74 -3.00 -3.34 -0.78 -1.63 -3.85 -4.26
N77A -6.96 -1.00 -4.66 -2.05 7.24 0.23 -0.83
Y78F -5.56 -0.07 -3.96 1.41 -8.16 -1.30 -1.84
T79V 0.75 -1.02 -1.39 0.04 3.08 2.33 2.61
R83K -17.28 -19.15 -21.04 -18.87 -16.44 -20.77 -20.67
R83Q -8.58 -30.65 -16.93 -13.49 -10.24 -29.73 -14.98
N84A -8.16 -1.92 -6.37 -3.73 -1.37 -2.13 -1.14
S85A 1.17 -1.83 -3.79 -0.88 1.14 2.02 0.84
I88A -16.02 -19.34 -8.91 -15.38 -19.64 -12.69 -16.83
I88L -0.08 0.97 -2.30 6.75 1.65 3.68 2.67
I88V -6.21 -7.22 -4.95 -10.08 -9.77 -9.81 -7.99
L89T -12.18 -2.11 -13.16 -18.15 -9.64 -10.39 -13.76
L89V -1.14 2.41 2.10 0.37 1.82 -0.71 2.61
S91A -8.76 -12.44 -16.62 -0.19 0.44 -10.57 -7.90
S92A -12.22 -9.26 -14.13 -11.21 -3.97 -6.97 -2.62
D93N -17.20 -15.53 -18.09 -14.01 -9.38 -20.63 -16.00
I96A -13.17 -16.97 -17.89 -19.18 -17.34 -15.69 -13.81
I96V -3.87 0.41 -4.07 -7.39 -3.63 -5.86 -6.54
T99V -12.36 5.66 -13.84 -4.02 -3.78 -6.85 -16.32
Y103F -0.38 -0.36 -4.97 4.74 -2.83 -1.32 -2.36
Q104A -0.38 -3.04 -3.74 -5.76 -1.52 -5.16 -4.69
T105V -9.26 -1.03 -7.98 -0.80 -0.42 -8.09 -14.37
K108R 3.26 12.49 13.88 15.93 -2.49 2.43 10.15
I109A -6.82 -9.48 -8.04 -6.78 -6.03 -6.41 -10.15
I109V -3.33 -2.38 2.43 -2.62 -0.59 -4.58 -1.63

Table S2: Experimental and calculated ∆∆G values in kJ/mol for the mutations in
barnase.
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Mutation Expt Amber99sb* Charmm36H

ILDN

I10A -11.09 -14.95 -11.88
Y22A -14.64 -23.06 -23.77
Y22F -1.67 0.44 -3.06
T28S -5.23 -3.86 -3.40
L31A -14.85 -11.86 -16.46
L32A -7.32 -5.11 -5.59
L33A -6.90 -0.69 -7.49
V46A -1.05 0.55 0.55
Y49A -9.00 -6.82 -18.78
A55V -11.92 -4.01 -2.04
F56A -9.83 -10.98 -12.72
V61L -0.50 -6.95 -6.58
V61T -5.44 -2.33 -11.69
A64T -12.48 -12.94 -23.14
F71A -16.95 -18.67 -26.24
Y80F -0.28 -0.26 -0.67
A85S -8.37 -8.86 -15.13
I87V -1.88 -3.36 -6.19

V106A -18.62 -11.93 -19.77
A107F -6.07 -2.75 -9.15
Y108A 0.21 0.15 -1.80
N113A -8.58 -0.64 -4.05
N114A -5.23 0.51 5.77
N133A -4.39 -7.93 -3.55

Table S3: Experimental and calculated ∆∆G values in kJ/mol for the mutations in
staphylococcal nuclease.
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Mutation ∆∆Gcalc, kJ/mol ∆Tmexp, K
H103A -3.48 1
A86L 7.13 3
F358A 13.99 8

A86L/F358A 14.87 10
A86L/I253A/F358V 20.24 22

Table S4: Calculated ∆∆G values in kJ/mol together with the experimentally
measured changes in the melting temperature for neurotensin receptor 1.
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Protein cor(∆Tm,∆∆G)
Ribose-binding protein 0.95

Lysozyme 1.00
Rubredoxin 1.00

SNase 0.98
Fibroblast growth factor 1.00

Table S5: Correlations between the experimentally measured ∆Tm and ∆∆G val-
ues extracted from literature. Literature sources are listed in the Supplementary
Information text on page S4.
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1CHO cor 1CHO AUE, kJ/mol 2DQJ cor 2DQJ AUE, kJ/mol
CC/PBSA 0.89 6.32 0.07 3.03

Rosetta (row 3) 0.66 - 0.26 -
Rosetta (row 6) 0.89 - 0.45 -

Rosetta (row 16) 0.91 - 0.62 -
Amber99sb*ILDN 0.35 10.27 0.51 6.83

Charmm36H 0.80 6.28 0.46 6.07
ConsensusFF 0.74 7.97 0.51 5.82

Table S6: Correlations and AUE for the calculated ∆∆G values and the exper-
imental measurements. 1CHO: chymotrypsin and turkey ovomucoid third domain
complex. 2DQJ: hyhel-10 FV and lysozyme complex. ConsensusFF is calculated
as an average of the results of two force fields effectively reducing force field and
sampling related artefacts. CC/PBSA refers to the Concoord/Poisson-Boltzmann
surface area approach [41].
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