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Abstract

Molecular dynamics based free energy calculations allow for a robust and accurate evaluation of free energy
changes upon amino acid mutation in proteins. In this chapter we cover the basic theoretical concepts
important for the use of calculations utilizing the non-equilibrium alchemical switching methodology. We
further provide a detailed step-by-step protocol for estimating the effect of a single amino acid mutation on
protein thermostability. In addition, the potential caveats and solutions to some frequently encountered
issues concerning the non-equilibrium alchemical free energy calculations are discussed. The protocol
comprises details for the hybrid structure/topology generation required for alchemical transitions, equilib-
rium simulation setup, and description of the fast non-equilibrium switching. Subsequently, the analysis of
the obtained results is described. The steps in the protocol are complemented with an illustrative practical
application: a destabilizing mutation in the Trp cage mini protein. The concepts that are described are
generally applicable. The shown example makes use of the pmx software package for the free energy
calculations using Gromacs as a molecular dynamics engine. Finally, we discuss how the current protocol
can readily be adapted to carry out charge-changing or multiple mutations at once, as well as large-scale
mutational scans.

Key words Molecular dynamics, free energy calculations, alchemistry, amino acid mutation, pmx,
hybrid structure, hybrid topology, non-equilibrium transitions

1 Introduction

Due to the central role of the free energy in thermodynamics and
kinetics, the accurate prediction of free energy changes upon amino
acid mutation is one of the central goals in computer-aided molec-
ular design, with potential applications ranging from the engineer-
ing of thermostable proteins [1] to that of biosensors [2, 3],
sequestrants [4], and protein–protein interactions [5–7]. Predicting
mutation effects allows understanding the causes of drug resistance
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[8, 9]. Engineered stable proteins with high affinity and specificity
toward their binding targets may also serve as biopharmaceuticals
[10, 11]. Accurate and robust estimation of the free energy differ-
ences between protein sequence variants, thus, is crucial to the
successful design of proteins with the desired thermodynamic
features.

Different approaches have thus been developed that can return
an estimate of free energy changes that relate to the different
stabilities or binding affinities of wild-type and mutant proteins.
These include fast scoring methods [12–16], implicit-solvent
approaches based on the post-processing of molecular dynamics
(MD) simulations [17–19], and the computationally more expen-
sive but theoretically rigorous (from a statistical mechanics view-
point) alchemical free energy methods [1, 20]. In this chapter, we
focus on the latter category of calculations, which are based on
all-atom computer simulations that correctly sample the Boltz-
mann distribution of microstates and inherently take into account
entropic and discrete solvent effects.

In alchemical free energy calculations, an amino acid can be
transformed into another one via a non-physical path, hence the
name that is reminiscent of the ancient practice that aimed at the
transmutation of lead into gold. The amino acid transformation can
be carried out reversibly, in what are referred to as equilibrium free
energy calculations, or irreversibly, in non-equilibrium calculations
[21]. In both cases, the amount of work needed for the transfor-
mation and free energy difference between the initial and final states
can be recovered. However, the setup of the calculations differs. In
this chapter, we discuss non-equilibrium approaches that carry out
this transformation irreversibly and describe protocols that can be
used for the accurate estimation of free energy changes upon amino
acid mutation. In the text, we use the prediction of protein stability
changes upon an amino acid mutation as an example application.
The methodology and protocol presented here are of generic char-
acter and can be applied to study other biophysical processes,
assuming a suitable thermodynamic cycle can be built, e.g., changes
in protein–protein, protein–DNA, or protein–ligand binding
affinities.

In this chapter, we first provide some background concepts that
are at the foundation of the non-equilibrium alchemical free energy
method; for a more detailed description we give references to more
specialized literature sources. Further, we concentrate on the
description of the practical steps involved in preparing and subse-
quently carrying out the free energy calculations following a gen-
eral protocol. As an example, we use a Trp cage mini protein [22]
that provides a real case on which we illustrate setting up and
running alchemical free energy calculations of protein mutation.
We assume the reader is familiar with the general principles of
molecular dynamics simulations. Throughout this chapter, we
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discuss the potential caveats and solutions for some of the fre-
quently encountered issues. In the last section of the chapter, we
describe how the protocol can be easily modified and expanded to
perform large-scale mutational scans or to calculate other free
energy changes of interest, such as changes in protein–protein or
protein–ligand affinities upon protein mutation. Finally, in the
Notes section, we provide a few technical remarks that may prove
helpful when setting up alchemical free energy calculations using
Gromacs 2016 [23] and the pmx python library with the specialized
set of scripts [24].

2 Theory

In this section, we briefly review some of the central concepts that
allow the estimation of free energy differences from physics-based
computer simulations, like Monte Carlo or molecular dynamics
(MD) simulations. We place particular focus on the theoretical
foundations of non-equilibrium work (NEW) calculations and
how they can be used to estimate free energy differences along
alchemical (i.e., non-physical) paths. The interested reader can
find a broader appraisal of theoretical aspects, also including equi-
librium free energy calculations and geometrical transformations, in
the numerous excellent reviews that have been written on the
subject, [21, 25–29] as well as in the publications by Jarzinski
[30, 31], Crooks [32–34], and Hummer [35–37].

2.1 Definition of Free

Energy and

Irreversible Work

The free energy surface of a system determines its thermodynamic
and kinetic properties and, as such, it provides access to under-
standing biophysical processes, including protein folding, ligand
binding, protein–protein association, etc. For instance, a polypep-
tide chain in solution may be found in many disordered conforma-
tions, or in ordered conformations with well-defined secondary and
tertiary structure. We can define the set of disordered conforma-
tions as the unfolded state of the system (state A), and the set of
ordered conformations as the folded state (state B). It is rarely
possible to sample the whole phase space of a protein, which
would require observing all the folded and unfolded conformations
multiple times. However, in practice free energy differences rather
than free energies are typically of interest. The difference between
the free energy of state A and B alone will give the relative equilib-
rium probability of finding the protein in its unfolded form with
respect to the folded form; i.e., the free energy difference ΔG is
proportional to the ratio of probabilities of finding the system in
state A or B:

pA
pB

¼ e�βGA

e�βGB
¼ e�βðGA�GBÞ ð1Þ
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ΔG ¼ GA � GB ¼ �kBT ln
pA
pB

ð2Þ

whereG is the free energy of the whole phase space of the system for
an ensemble with a fixed number of particles, constant pressure and
temperature (T), i.e., isothermal–isobaric conditions. GA is the free
energy of the unfolded state, GB is the free energy of the folded
state, and β ¼ 1/kBT, with kB is the Boltzmann constant with
T denoting the absolute temperature.

This free energy difference also determines the maximum
amount of work that can be extracted from the closed system
during a thermodynamic process, which can only be achieved in
the limit of reversibility. During a reversible process, the system is
always in thermodynamic equilibrium, which implies that only
infinitesimal changes are applied to it and the transformation is
infinitely slow. However, for any finite time interval τ, the system
will be driven out of equilibrium, resulting in heat dissipation and
hysteresis effects, so that the process will be irreversible. In fact, in
accordance to the second law of thermodynamics, the work done
during a process is on average equal or larger, due to dissipative
work, than the free energy difference between the initial and final
state:

hW ðτÞi � ΔG ð3Þ

The equality holds only in the limiting case of a reversible
process where (τ!1), whereas for finite τ, the difference between
hW(τ)i and ΔG is caused by dissipative work and its magnitude will
also depend on the chosen thermodynamic path.

If we use a parameter λ to drive a non-equilibrium process
along a certain path, such that the process is started at λ ¼ 0 and
it is concluded at λ ¼ 1, with λ being constantly modified at each
time step, one can calculate the work performed on the system by
integrating the energetic cost required to modify it:

W ðτÞ ¼
ðλ¼1

λ¼0

∂Hðx, v, λÞ
∂λ

dλ ð4Þ

where H is the Hamiltonian of the system, which depends on the
phase space coordinates x and velocities v of the system and the
coupling parameter λ.

2.2 Estimating Free

Energy Differences

from Non-equilibrium

Simulations

From the considerations above, it is possible to derive estimators
that allow calculating free energy differences from equilibrium and
non-equilibrium simulations. Both, the Zwanzig’s formula [38],
which lies at the basis of free energy perturbation (FEP)
approaches, and thermodynamic integration (TI) [39] make use
of ensemble averages obtained from equilibrium simulations for the
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estimation of free energy differences. More recently, Jarzynski has
shown how one can derive an identity from the inequality in Eq. 3,
such that a free energy difference can also be obtained from an
ensemble of non-equilibrium simulations in which the system is
driven irreversibly from one state to another [30, 31]. In fact, it is
possible to show that both FEP and TI are limit cases of Jarzynski’s
equality, in which the non-equilibrium transformation is performed
instantaneously (infinitely fast: τ ! 0) or reversibly (infinitely
slowly: τ ! 1), respectively [21]. The Crooks Fluctuation Theo-
rem (CFT) [32–34] has further generalized the Jarzynski’s equality
by relating the equilibrium free energy difference to the ratio of
non-equilibrium work distributions collected by performing the
process in the forward and reverse directions. In the following, we
focus on non-equilibrium work (NEW) approaches. More specifi-
cally, we review the free energy estimators based on the Jarzynski’s
equality and Crooks Fluctuation Theorem (Crooks Gaussian Inter-
section and Bennet’s Acceptance Ratio).

2.2.1 Jarzynski’s

Equality

The equality derived by Jarzynski in 1997 [30, 40] relates the
uni-directional non-equilibrium work average to the equilibrium
free energy difference:

he�βW ðτÞi ¼ e�βΔG ð5Þ

The workW depends on the chosen path connecting the initial
(λ ¼ 0) and final (λ ¼ 1) states. The parameter λ controls the time
evolution of a system with a time-dependent Hamiltonian. The
average on the left-hand side of the equation is an ensemble over
both equilibrium initial conditions and non-equilibrium transfor-
mations. In fact, the above equality requires the non-equilibrium
transitions to be started from an equilibrium ensemble; on the
other hand, there is no such requirement for the final state of the
system at the end of the transition [21, 30]. The non-equilibrium
trajectories are then weighted with the Boltzmann factor of the
external work done on the system. The work W can be calculated
from Eq. 4 by numerical integration; note how instantaneous,
rather than ensemble average (as done in TI), ∂H=∂λ values are
evaluated. In the limit of an infinitely fast (τ ! 0) or slow (τ ! 1)
transformation, Eq. 5 reduces to the Zwanzig equation and TI,
respectively [21]. In fact, if the system is brought from λ¼ 0 to λ ¼
1 instantaneously, its configurations at both end states are the same
and W simply corresponds to the change in Hamiltonian (which,
for transformations that conserve the kinetic energy of the system,
corresponds to the change in potential energy). On the other hand,
for an infinitely slow transformation, the system is always in equi-
librium so that hW i ¼ ΔG.
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From Eq. 5 one can directly estimate the free energy difference
as follows, with N being the number of non-equilibrium trajec-
tories sampled:

dΔG ¼ �kBT ln
1

N

XN
i

e�βWi

" #
ð6Þ

However, in practice, this exponential estimator is affected by
statistical and systematic errors. In fact, due to the exponential
weight, the average will mostly depend on values at the tail of the
work distribution. This means that rare events where little work is
dissipated will dominate the estimate; consequently, the free energy
will converge slowly to the true value given that rare events are most
likely poorly sampled. Furthermore, it has been shown that this
estimator is biased [41, 42], i.e., it introduces a systematic error in
the free energy estimate for finite numbers of N.

2.2.2 Crooks Fluctuation

Theorem

Jarzynski’s equality considers the transitions in one direction only,
e.g., from λ ¼ 0 to λ ¼ 1. The Crooks Fluctuation Theorem (CFT)
takes into account the work values obtained from performing the
process in both forward (λ: 0 ! 1) and reverse (λ: 1 ! 0) direc-
tions. According to the CFT, the forward and reverse work distri-
butions relate to the free energy difference as follows:

Pf ðW Þ
Prð�W Þ ¼ eβðW�ΔGÞ ð7Þ

where Pf (W) and Pr (�W) are the normalized probability distri-
butions of work values obtained from the forward and reverse
transformation paths. Note that Jarzynski’s equality can be derived
from Eq. 7 by integration over W [21]. With enough overlap
between the forward and reverse work distributions, the free energy
difference can be estimated directly from Eq. 7 as follows:

dΔG ¼ W þ kBT ln
Pf ðW Þ
Prð�W Þ ð8Þ

with dΔG ¼ W at the intersection of the work distributions. How-
ever, this approach has known limitations: firstly, for certain paths it
might be difficult to obtain substantial overlap between Pf (W) and
Pr (�W). Secondly, mainly the tails of the distributions, which are
defined by rare events of low work dissipation, will contribute to
the free energy difference.

To partly alleviate these problems, one can approximate the
work distributions with an analytical function [43]. One such strat-
egy, which leads to accurate free energy estimates, was proposed by
Goette and Grubmüller [29]. By using a Gaussian approximation, a
Crooks Gaussian Intersection (CGI) estimator was derived:
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dΔG ¼
hWf i
σ2
f

� hWr i
σ2r

�
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1

σ2
f
σ2r

hWf i þ hWf i
� �2 þ 2 1

σ2
f

� 1
σ2r

� �s
ln σr

σf

1
σ2
f

� 1
σ2r

ð9Þ

where σf and σr are the variances of the forward and reverse work
distributions. Note that the accuracy of this estimator relies on the
Gaussian approximation. Thus, it is advised to check this assumption
by, for instance, using a statistical test like the Kolmogorov–Smirnov
test [44]. The CGI estimator does not have an analytical error
estimate, but the error can be estimated by the bootstrap
approach [45].

Another ΔG estimator, termed BAR (Bennet’s Acceptance
Ratio), does not require an analytical approximation for the work
distributions. Originally, the BAR relation was derived in 1976 by
Bennet for a system sampling two states at equilibrium and
performing instantaneous transformations between the states. Ben-
net showed that the information from the forward and reverse
distributions of the potential energy difference (ΔU ) could be
combined in order to obtain an optimal estimate of the free energy
difference [46]. For a non-equilibrium process carried out during a
finite amount of time, the same derivation holds by substituting
ΔU with the non-equilibrium work W. In 2003, Shirts and cow-
orkers showed how the same estimator can be derived starting from
the Crooks Fluctuation Theorem using maximum-likelihood argu-
ments [47]. The BAR estimates the free energy difference by
satisfying the following relation:

XNf

i¼1

1

1þ Nf

Nr
eβðWi�cΔG Þ

¼
XNr

j¼1

1

1þ Nr

N f
e�βðWj�cΔG Þ

ð10Þ

where Nf and Nr are the number of forward and reverse trajec-
tories. The BAR equation needs to be solved numerically, for
instance, by using a Newton–Raphson or Nelder–Mead solver
[48]. This estimator is asymptotically unbiased and an analytical
expression for its variance is available [47]. Furthermore, a conver-
gence criterion for BAR has been proposed [49].

The main assumption in the BAR derivation is that the work
values are statistically independent [46, 47]. It is thus important to
bear this in mind, because if initial configurations are selected from
an equilibrium simulation with high frequency, the resulting work
values may be correlated [21].

2.3 Free Energy

Differences Upon

Protein Mutation: The

Alchemical Path

To calculate a free energy difference, firstly we need to define the
initial and final states of interest, and secondly the path connecting
them. If we consider the folding example already used, then the
initial state would be the unfolded protein and the final state would
be the folded protein, with the free energy difference we want to
calculate being the protein folding free energy. If the structure of

Accurate Calculation of Free Energy Changes upon Amino Acid Mutation 25



the folded protein is known, we can then transform state B into
state A (via a reversible or irreversible process) by, for instance,
pulling the N- and C-termini apart and measuring the work needed
to unfold the protein. Although this is in principle possible, such a
large perturbation of the system will likely require a lot of compu-
tation in order to achieve convergence. However, if the interest is
in evaluating changes in folding free energy upon protein muta-
tion (ΔΔG f olding ), it is possible to build a thermodynamic cycle
(Fig. 1) that allows to calculate this quantity via alchemical (i.e.,
non-physical) paths that introduce smaller perturbations in the
system, and which are easier to converge. Thus, thanks to the fact
that computationally we have control over the topology and poten-
tial energy function describing the system, we can take full advan-
tage of the better convergence properties of the non-physical
transformation over physical ones; i.e., it is easier to obtain accurate

Fig. 1 Schematic representation of a thermodynamic cycle to calculate changes
in protein folding free energy upon mutation (ΔΔGMutation

Folding ). The left column
shows the folding process of a wild-type protein, with the associated folding free
energy ΔGWT

Folding ; the right column shows the same folding reaction but for a
mutated protein, resulting in the folding free energy ΔGMut

Folding. The process
depicted in the bottom row corresponds to the alchemical transformation of the
wild-type unfolded protein into the mutant with the associated free energy
difference ΔGMutation

Unfolded. The reaction in the top row corresponds to the same
alchemical transformation but done on the folded protein, so that the free energy
difference between the two mutants isΔGMutation

Folded . The free energy differences for
the vertical processes are computationally demanding to compute, but those for
the horizontal transformations are more accessible. Thus, ΔΔGMutation

Folding can be
calculated from the difference between ΔGMutation

Folded and ΔGMutation
Unfolded
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results by alchemically mutating a wild-type protein into its mutant,
rather than (un)folding both of them. As the free energy is a
state variable, obtained free energy changes are path-independent.
It is therefore unproblematic to choose unphysical pathways.

2.3.1 The

Thermodynamic Cycle

As shown in Fig. 1, one can define a cycle where for both the initial
(unfolded) and final (folded) states the wild-type protein is trans-
formed into a mutant of interest via a non-physical path. The free
energy difference of protein folding upon an amino acid mutation
(ΔΔGMutation

Folding ) can be recovered by following both, the physical
paths of folding theWTandmutant protein (ΔGMut

Folding � ΔGWT
Folding),

and the alchemical paths of morphing the amino acids in the folded
and unfolded states (ΔGMutation

Folded � ΔGMutation
Unfolded).

From the thermodynamic cycle in Fig. 1 it is clear that in order
to calculateΔΔGMutation

Folding we need to be able to simulate the protein’s
unfolded state. However, the unfolded state of the full-length
protein is by its nature poorly defined and would be challenging
to simulate [50, 51]. Therefore, short protein fragments have been
typically used [52–54]. In particular, it has been observed that
capped sequence context independent tripeptides (GXG, where X
is the mutated residue) serve as a good approximation of the
unfolded state for estimating changes in protein thermostability
[20]. In practice, the context independent are convenient to use,
as they allow to systematically precompute all possible residue
mutations. In such a way, one only needs to calculate ΔGMutation

Folded ,
while ΔGMutation

Unfolded can be found in a precomputed table.
Although here we take protein folding as an example, the same

alchemical approach can easily be used to build other thermody-
namic cycles by changing the end states; for instance, differences in
ligand–protein, protein–protein, or protein–DNA/RNA binding
free energy can be calculated by using the apo protein as the initial
state and the complex as the final one. Note that while the
ΔGMutation values refer to non-physical transformations, the final
ΔΔG value obtained from such cycles is that of a physical process
(e.g., folding, association, etc.) and can be directly compared to
experimental values that measure the same free energy differences.

2.3.2 Single and Dual

Topology

We have described how alchemical transformations can be used to
build thermodynamic cycles that allow one to calculate changes in
free energy differences upon an amino acid mutation. However,
how can one alchemically mutate one residue into another during a
simulation? Given the separate Hamiltonians at the two end states,
it is necessary to define a hybrid topology that contains both
physical states. In the specific case of mutating an amino acid into
another one, the residue being mutated must be able to represent
both the wild-type and mutant residue. This is typically achieved
using the single or dual topology approach [55–57].
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In the single topology approach (Fig. 2), a number of atoms of
state A is mapped onto the atoms of state B. This means that not
only a particle’s partial charge, but also its chemical element (i.e.,
atom type) can change according to the λ parameter. For instance,
in the example shown in Fig. 2 for a valine being mutated into a
serine, one of valine’s carbon atoms at λ ¼ 0 becomes a serine’s
oxygen at λ ¼ 1. Effectively, this means that along the alchemical
path controlled by λ, the Lennard-Jones and bonded parameters for
that particle are interpolated between those of a carbon atom and
those of an oxygen atom. Note that such change in chemical
identity implies that also the associated equilibrium bond lengths
will be modified (e.g., a C–H bond will be shorter than a C–C
bond) [55, 58, 59]. Often, the number of atoms in the two end

Fig. 2 Example of the single and dual topology setup for the mutation of valine
into serine. Dummy atoms in the three-dimensional rendering are shown as
transparent balls and sticks, whereas in the chemical structure drawings they
are shown in grey. In the single topology approach, a methyl part of valine’s side
chain is transformed into serine’s hydroxyl group, with a carbon becoming an
oxygen, while two hydrogens are turned into non-interacting dummy particles;
all hydrogens of the second methyl are decoupled as well, while the carbon
becomes a Cβ hydrogen. In the dual topology approach, no element mutation
occurs, because both valine and serine side chains are present in both states,
where, however, only one of the two is coupled to the system, with the other one
being non-interacting
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states is not equal, thus not all atoms of the states A and B can be
matched. Therefore, non-interacting particles are used either in
state A or B. These dummy atoms do not have electrostatic and
van der Waals (vdW) interactions with the system; however, they
maintain their bonded interactions, so that they effectively are in a
vacuum-like state. In the example in Fig. 2, five of valine’s hydro-
gen atoms are turned into dummy atoms.

In the dual topology approach, atoms that are different
between the two end states are not morphed directly, but rather
transformed into dummy particles [26, 56, 57]. For amino acids,
this effectively means that the side chains of both residues are
present at the same time. However, at λ ¼ 0 the side chain of the
initial state is interacting with the system and the side chain of the
final state is present as non-interacting particles. On the other hand,
at λ¼ 1 the side chain of the final state is interacting and that of the
initial state is turned into non-interacting dummy atoms. This can
be seen in Fig. 2: in the initial state, the methanol side chain of
serine is decoupled, whereas in the final state it is the propyl side
chain of valine being turned off.

In practice, there does not need to be a clear separation
between a single and dual topology setup. While some atoms may
be morphed between the states following a single topology
approach, other atoms in the same system may be turned into
dummies according to a dual topology approach.

It is important to bear in mind that the free energy change (ΔG)
of the mutation differs depending on whether the single or dual
topology approach is used. This is due to the fact that the end states
are effectively different due to different dummy atom construc-
tions. In addition, in the single topology approach there is a con-
tribution to the free energy difference from the change in bond
lengths. However, the contributions to the free energy difference
resulting from the details of the atom mapping between the end
states cancel out in a thermodynamic cycle like the one in Fig. 1,
such that the final ΔΔG value is independent of how the hybrid
topology is implemented [57, 59].

Using dummy particles in alchemical transitions requires intro-
duction and annihilation of particles into the system. Such trans-
formations impose a large perturbation, e.g., creating a particle
interacting with the environment in a place of a non-interacting
dummy atom results in strong van der Waals repulsions and Cou-
lombic interactions. In turn, large forces are exerted on the atoms
which leads to instabilities in dynamics and integration artifacts. To
circumvent these issues, it is a common practice to modify,
“soften,” the non-bonded interactions during the alchemical trans-
formations. A number of functional forms and parameter sets to
such soft-cored interactions have been proposed [60–64]. Altering
the non-bonded interactions along the alchemical pathway does
not affect the final free energy estimates, because the physical end
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states are still described by the correct unmodified Hamiltonian.
The official release of Gromacs 2016 implements a soft-core vari-
ant [60] allowing to modify both the van der Waals and Coulombic
interactions (see Note 1).

3 Alchemical Amino Acid Mutations

In this section we use a Trp cage mini protein [22] as a model
system to illustrate the process of performing a single amino acid
mutation. The pmx [20, 26] software package will be used to
introduce a point mutation in this 20 amino acid peptide. pmx
provides a single topology-based setup of the alchemical calcula-
tions allowing for an automated generation of hybrid amino acid
structures and topologies compatible with the Gromacs [23] MD
simulation engine.

In this example we will describe in detail the steps needed to
prepare the alchemical simulations (Fig. 3) and calculate the free
energy difference upon a tryptophan, W6, to phenylalanine muta-
tion (W6F) in the Trp cage protein. W6 is the key residue in the
hydrophobic core of this mini protein providing stability to its fold.

Fig. 3 A schematic depiction of the main steps in generating hybrid structures
and topologies for the alchemical simulations using pmx. Firstly, pmx is used to
introduce a mutation into the protein. Afterwards, the Gromacs tool pdb2gmx
generates a topology for the protein with the hybrid residue in a user chosen
molecular mechanics force field. In the last step, pmx is used again to add the
B-state parameters to the topology file
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We will assess the change in the thermodynamic stability by calcu-
lating the double free energy difference ( ΔΔG ) for the W6F
mutation in the folded Trp cage and its unfolded variant approxi-
mated by a capped tripeptide (Fig. 1).

For the results of more alchemical mutations in the Trp cage
protein, see [65].

3.1 Setting Up pmx pmx is a python library that allows the convenient manipulation of
biomolecular structure and topology files. Within the framework of
pmx, a number of scripts have been developed and specifically
designed to prepare and analyze alchemical free energy calculations.
pmx generates topology files that are compatible with the Gromacs
simulation engine.

Mutations in a number of contemporary molecular mechanics
force fields are supported. This is achieved by means of
pre-generated mutation libraries compatible with the Gromacs
force field organization. After installing Gromacs and pmx, the
GMXLIB environmental variable needs to be set to specify the
path to the mutation libraries that come with the pmx package (see
Note 2).

3.2 Hybrid Structure The first step in the setup comprises the generation of the hybrid
structure for the amino acid to be mutated (Fig. 3). The only file
required for this step is the protein structure in .pdb or .gro format.
The protein structure needs to be complete, i.e. all heavy and
hydrogen atoms need to be present. In order to add missing
heavy atoms, external software needs to be used, e.g., Rosetta
[15], Modeller [66], or PyMol [67]. Furthermore, given that
structures resolved by means of X-ray crystallography usually con-
tain no hydrogen atoms, these need to be added as well. Various
software packages, like WhatIf [68] or Rosetta, offer assignment of
hydrogen coordinates for protein structures. The Gromacs tool
pdb2gmx can do this too. In fact, it is convenient to pre-process
a .pdb file with pdb2gmx because it produces a structure file with
atom names already compatible with the Gromacs internal atom
naming given the selected force field. pdb2gmx also identifies
whether any heavy atoms in a protein are missing, so that the tool
can be used to identify incomplete residues. While pdb2gmxwill not
model missing heavy atoms, it will inform about such deficiencies.
Note that pdb2gmxwill fail if the input structure contains molecules
that are not readily recognized by Gromacs. Therefore, molecules
that are not present in the force field file have to be removed from
the structure at this stage and processed independently.

For the Trp cage model system we use an NMR structure
(PDB-ID 1L2Y) [22] that was deposited with 38 conformers.
After manually extracting conformer #2, we pre-process the struc-
ture by running it through pdb2gmx:
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gmxpdb2gmx-f1l2y_conf2.pdb-o1l2y_conf2_pdb2gmx.pdb
-ffamber99sb-star-ildn-mut-waternone-ignh

In this example we have selected an updated version of the
Amber99sb*ILDN force field [69–71] for which the mutation
library has been pre-generated. No water model needs to be chosen
at this stage, because with this step we only want to obtain a
pre-processed structure file with added hydrogens and Gromacs
compatible atom names. The “-ignh” flag ignores the hydrogen
atoms already present in the structure and adds them again using
the pdb2gmx logic, ensuring the names of the hydrogen atoms are
compatible with Gromacs and the selected force field (see Note 3).

The output structure file obtained as described above is then
used as an input for the pmx script mutate.py:

python mutate.py -f 1l2y_conf2_pdb2gmx.pdb -o mut.pdb -ff amber99sb-
star-ildn-mut

Upon execution, the command prompts for an interactive
selection of a residue to mutate (W6) and a target amino acid
(Phe or F). When developing a workflow for a large-scale mutation
scan, it may be convenient to provide the information about the
amino acid mutations as a text file. For this purpose a “-script” flag
inmutate.py is available: this option expects a text file with an amino
acid number and the name of the residue to mutate into. In the case
of the Trp cage example: 6 Phe.

3.3 Topology At this point we use the hybrid structure from the previous step
(“mut.pdb”) as an input to pdb2gmx (Fig. 3). This time we want to
obtain the topology file containing all the information needed by
Gromacs to run the simulations. The topology file will also include
the description of the hybrid mutated residue, however, parameters
only for one physical state (state A) are defined in the output
topology file. It is also important to note that at this step the
“-ignh” flag should not be set, since the hydrogen atoms have
already been added in the previous step.

gmx pdb2gmx -f mut.pdb -o mut_pdb2gmx.pdb -ff amber99sb-star-ildn-mut
-water tip3p -p topol.top

If one wants to include a ligand that has been parameter-
ized separately, this can be added to the structure
(“mut_pdb2gmx.pdb”) and topology file (“topol.top”) at this
stage.

3.4 Hybrid Topology The generated topology file (“topol.top”) has the hybrid residue
W2F incorporated. However, it is a non-standard hybrid amino
acid with two physical states (A and B). While state A is included
in the topology, state B still needs to be included explicitly. The
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required topology parameters for state B can be added by the pmx
script generate_hybrid_topology.py (Fig. 3):

python generate_hybrid_topology.py -p topol.top -o hybrid.top -ff
amber99sb-star-ildn-mut

3.5 Webserver The procedure detailed above (and summarized in Fig. 3) can also
be executed via a webserver interface: http://pmx.mpibpc.mpg.de.
Provided with a protein structure file, the pmx webserver will
perform a user-selected mutation in one of the supported molecu-
lar mechanics force fields.

The webserver runs a number of additional structure
pre-processing steps that simplify the setup procedure. While bro-
ken or incomplete proteins will not be repaired, a number of other
useful modifications are applied: residue and atom names are
matched to the force field nomenclature, terminal residues are
dealt with, and if needed hydrogen atoms may be added via
pdb2gmx. Optionally, the structure may be checked before the
mutation is performed, so that the user is informed about any
potential deficiencies in the input file. In addition, the setup offered
by the webserver is not limited to single amino acid mutations, but
also allows to prepare files for mutation scans over selected protein
chains.

3.6 Alchemical

Simulations

The hybrid structures and topologies we just obtained can readily
be used forMD simulations and to calculate free energy differences.
Numerous protocols for relative alchemical free energy calculations
are currently available: equilibrium approaches (TI, FEP) as well as
non-equilibrium methods. Here, we employ non-equilibrium cal-
culations based on the Crooks Fluctuation Theorem.

3.6.1 System Preparation Firstly, the hybrid structure and topology are used in preparing the
system for molecular dynamics simulations following a standard
procedure. The protein needs to be placed in a simulation box
and solvated. Then ions need to be added to neutralize the system
and, optionally, reach a desired salt concentration. These are con-
ventional steps used to prepare an ordinary MD simulation: for a
more detailed description of this procedure in Gromacs we refer the
reader to a specialized protocol [72].

3.6.2 Equilibrium

Simulations

Next, we set up two equilibrium simulations: one for the WT Trp
cage (W6, state A, λ ¼ 0) and another for the mutated protein (F6,
state B, λ ¼ 1) (Fig. 4). We start with an energy minimization
performed on both states separately. The parameters for the energy
minimization (.mdp) are the same as those used in non-alchemical
simulations, with the exception of two flags. The free-energy
flag has to be set to yes. This indicates that the free energy code in
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Gromacs will be activated for those interactions that have two sets
of parameters (states A and B) in the topology file. In addition, the
init-lambda flag has to be set to 0 for the simulation in state
A (WT Trp cage) and to 1 for state B (mutated Trp cage).

Fig. 4 The procedure of non-equilibrium alchemical simulations for one leg of the
thermodynamic cycle: mutation in the folded state of a protein. Two independent
equilibrium simulations are performed by keeping the system in its physical
states: WT (λ ¼ 0) and mutant (λ ¼ 1). These simulations need to sufficiently
sample the end state ensembles, as the accuracy of the free energy estimate will
depend on the convergence of the equilibrium sampling. Typically, the equilib-
rium simulations are in the nanosecond to microsecond time range. From the
generated trajectories, snapshots are selected to start fast (typically 10–200 ps)
transitions driving the system in the forward (λ: 0 ! 1) and reverse (λ: 1 ! 0)
directions. The work values required to perform these transitions are collected
and the Crooks Fluctuation Theorem is used to calculate the free energy
difference between the two states
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After the energy minimization runs for the A and B states are
complete, MD simulations can be started from the energy mini-
mized conformations. Similarly to the energy minimization, the
simulation parameters are identical to the conventional MD runs,
except for setting the free-energy and init-lambda flags for
the simulations in state A and B, respectively (Fig. 4). These equi-
librium runs are used to sample the relevant phase space volumes,
i.e., the conformational changes in the WT and mutated variant of
Trp cage. Therefore, the ensembles generated during the equilib-
rium runs will define how accurately the free energy difference will
be estimated. This consideration dictates the sampling time: the
simulation time should be sufficient to sample the transitions that
are considered to be relevant. For example, if a protein is known to
undergo large-scale conformational changes and the introduced
mutation may be affecting the populations of these conformers,
the simulation time has to be long enough to properly sample such
transitions. Equilibrium simulations in this case could require
microseconds or longer to converge. On the other hand, it is
often important to estimate the free energy difference for a struc-
ture that would remain close to its experimentally resolved struc-
ture. In this scenario, it is sufficient to sample smaller changes in
rotameric states of the side chains and minor backbone motions. In
previous large-scale amino acid scans investigating protein thermo-
dynamic stabilities, we have observed good agreement with experi-
mental data when using 10–20 ns of equilibrium sampling [1, 20].

Another issue to consider when choosing the sampling time is
the definition of states for which the free energy difference will be
calculated. In the Trp cage example, we are aiming to estimate the
mutation-induced free energy difference in folding free energy.
This implies that one of the end states that we need to simulate
needs to be the folded state, while the other needs to be the
unfolded state. If we were to introduce a destabilizing mutation
(in fact W6F has been shown to strongly destabilize Trp cage
[73, 74]), over a longer simulation time the protein would unfold.
Thus, the definition of the folded state used in the free energy
calculation would be violated, rendering the calculated free energy
differences inaccurate. For the Trp cage W6F mutation example,
we will use equilibrium simulations of 10 ns: short enough such
that no spontaneous unfolding occurs.

3.6.3 Non-equilibrium

Transitions

Once the equilibrium simulations are completed, we can proceed to
the non-equilibrium part of the simulation protocol. Fast
non-equilibrium transitions serve the purpose of connecting the
two physical states (A and B) and allow obtaining the free energy
difference between them. These transitions are started from snap-
shots extracted from the two equilibrium trajectories. From each
equilibrium trajectory, we discard the first 2 ns as equilibration
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time. Then we use the last 8 ns to extract 100 frames equidistant in
time (1 frame every 80 ps) representing an equilibrium ensemble of
starting conformations for the non-equilibrium transitions. These
frames can be conveniently extracted using the Gromacs tool gmx
trjconv (see Note 4). Note that the number of non-equilibrium
transitions performed will influence the accuracy of the free energy
estimate. More transitions allow acquiring more work values, which
consequentially allow for a more accurate ΔG estimate. In previous
investigations we have observed that 50–100 transitions are gener-
ally sufficient to obtain accurate estimates of folding free energy
changes upon protein mutation [1, 20].

Another parameter influencing the accuracy of theΔG estimate
is the transition time. Over the course of a shorter transition, the
system is driven further away from equilibrium, and more work is
dissipated along the alchemical path. In turn, the free energy esti-
mate becomes less accurate. The optimal transition time depends
on the size of the perturbation and the nature of the system, e.g.,
replacing a small residue with a large one represents a larger pertur-
bation than a small-to-small residue mutation. Larger perturba-
tions may require slower transitions to obtain free energies at the
desired level of accuracy. Transition times ranging from tens to
hundreds of picoseconds are usually enough to return accurate
results [1, 20].

For the Trp cage example considered here, we use
non-equilibrium transitions of 50 ps. Using a 2 fs time step, this
means running 25,000 integration steps. Therefore, the λ value will
be changed at a speed of 1/25,000¼4e�5. For the transition
simulations in the forward (state A to B) direction, we set the
following parameters in the .mdp file:

nsteps = 25000

nstcalcenergy = 1

nstdhdl = 1

free-energy = yes

init-lambda = 0

delta-lambda = 4e-5

sc-alpha = 0.3

sc-sigma = 0.25

sc-power = 1

sc-coul = yes

nsteps defines the number of steps. The system starts at
init-lambda¼0 and is morphed into the λ ¼ 1 state over the
course of a transition in nsteps number of steps. The energy and
∂H/∂λ are calculated at every integration step (nstcalcenergy
and nstdhdl set to 1). The parameters starting with a prefix sc-
control the soft-core interactions. In this non-equilibrium protocol

36 Matteo Aldeghi et al.



we soften both the van der Waals and Coulombic interactions:
sc-coul¼yes (see Note 1).

For the transitions in the reverse direction (state B to A), the
.mdp parameters are the same, with the exception of the starting
state and the direction of the transition:

init-lambda = 1

delta-lambda = -4e-5

For each of the 100 transitions in both directions, the data we
need to collect are the ∂H/∂λ values, which are stored in the
“.dhdl.xvg” files. Integration over these values gives the work
performed during the non-equilibrium transitions in the forward
and reverse directions (Fig. 4).

3.7 Analysis The integrationover the∂H/∂λ curves and the free energydifference
estimation can be performed with the pmx script analyze_dhdl.py:

python analyze_dhdl.py -fA stateA/dhdl*.xvg -fB
stateB/dhdl*.xvg

The script will output the summary of results in a text file
containing the estimate of the free energy difference using three
estimators: Crooks Gaussian Intersection (CGI), Bennet’s Accep-
tance Ratio (BAR), and Jarzynski’s equality. While CGI and BAR
use the work distributions generated in both, forward and reverse,
directions, Jarzynski’s estimator is one-directional. We recommend
using the BAR estimation for the ΔG value, as it utilizes all the
available work values from both directions and makes no assump-
tions about the shape of the work distributions. Conveniently, the
script also generates plots of the work values over time and of their
distributions (Fig. 5), which are useful to detect potential sampling
or lack of the work distribution overlap issues.

The convergence of the results can be assessed in various ways.
Firstly, if a systematic drift of the work values over time is observed,
it usually indicates lack of convergence during the equilibrium
sampling stage. The work values are likely to drift due to a confor-
mational change and it may be important to thoroughly sample the
significant conformational motions in the protein. Lack of conver-
gence may also be deduced from the error values provided together
with the free energy estimates. The uncertainties of the CGI and
BAR estimators are sensitive to the lack of the overlap between the
forward and reverse work distributions (see Note 5). A large uncer-
tainty in the ΔG estimate indicates that the overlap between the
work distributions might be insufficient. Slower transitions keep the
system closer to equilibrium, so that less work is dissipated along the
path and the overlap between work distributions generally increases.
Running more non-equilibrium transitions increases the probability
of observing work values with low dissipation, which also contri-
butes toward good overlap of the work distributions.
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The most reliable way to assess the precision of the free energy
estimates obtained is to repeat the whole procedure, including
equilibrium and non-equilibrium simulations, multiple times. The
calculated ΔG values and their spread obtained from multiple
independent calculations more accurately capture under-sampling
issues. For the Trp cage W6F mutation, we have obtained a ΔG
value of �4.29�0.63 kJ/mol (Fig. 5) from a single calculation.
Then, we repeated the whole calculation five times, from the system
preparation to the equilibrium and non-equilibrium simulations.
The average free energy value we obtained was of �3.73 kJ/mol
with a standard error of 0.88 kJ/mol. This result confirms that the
ΔG estimate obtained can be considered to be reliable.

3.8 Double Free

Energy Difference

So far we have calculated the free energy difference for one leg of
the thermodynamic cycle (Fig. 1): mutation in a folded protein. To
obtain the final double free energy difference the same procedure
needs to be performed for the unfolded Trp cage peptide. It has
been demonstrated that in the context of the alchemical free energy
calculations the unfolded state can be approximated by a capped
tripeptide with the residue of interest surrounded by two
glycines [20].

Fig. 5 A standard output generated by the pmx analyze_dhdl.py script. On the
left, the work values for the forward and reverse transitions are depicted for
every starting structure. On the right, the distributions of these work values are
shown as histograms, the intersection of which allows obtaining the free energy
difference. In the current case, the BAR estimator yields a ΔG value of
�4.29�0.63 kJ/mol for the W6F mutation in the folded state of the Trp cage
protein
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Given the tripeptide approximation, the ΔG values can be
pre-calculated for every amino acid combination of interest. The
tabulated tripeptide ΔG values can be found on the pmx webserver:
http://pmx.mpibpc.mpg.de (see Note 6). The tripeptide’s W2F
mutation in the Amber99sb*ILDN force field has an associated

free energy change (ΔGMutation
Unfolded ) of �17.96�0.32 kJ/mol. The

ΔΔG of interest can thus be calculated as ΔGMutation
Folded � ΔGMutation

Unfolded.
Thus, in our Trp cage example, the ΔΔG of folding for the W6F
mutation is estimated to be 13.67�0.71 kJ/mol. This calculated
estimate closely matches the experimentally measured destabiliza-
tion of 12.5�0.6 kJ/mol [73, 74]. A previous large-scale study
compared calculated and experimental ΔΔG values for protein
thermostability changes upon mutation for the proteins barnase
and Staphylococcal nuclease [1]. It was found that the mean
unsigned error in the predictions was of approximately 4 kJ/mol,
with the uncertainty due to finite sampling, the force field, and the
experimental error equally contributing to the discrepancy between
calculated and experimental ΔΔG values. Therefore, the calculated
ΔΔG value for theTrp cageW6Fmutation falls well within the range
of the expected accuracy.

4 Miscellaneous Applications of the Protocol

In the previous section we have outlined a general protocol for the
calculation of free energy changes upon an amino acid mutation.
However, the protocol can and in some cases should be expanded
or modified in order to fit the specific needs of the problem at hand.
In particular, charge-changing mutations (e.g., Ala to Asp, Trp to
Arg, etc.) need special care as artifacts that affect the accuracy of the
calculations are otherwise introduced when applying Ewald sum-
mation for long range electrostatics. In addition, one is not limited
to a single amino acid mutation per calculation. However, when
mutating more residues at the same time, more attention should be
paid to possible convergence and work overlap issues. Finally, for
protein design applications, large mutational scans need to be set
up and run, and with a few precautions the protocol can be exe-
cuted in a more efficient and convenient manner. All these addi-
tional points are discussed in the following paragraphs.

4.1 Charge-

Changing Mutations

It is often of interest to calculate free energy differences upon
amino acid mutations that cause a net charge change. In principle,
there is no fundamental difference whether an alchemical mutation
is to be charge-changing or charge-conserving. The issue, however,
is of a technical nature and has to do with the treatment of long
range electrostatic interactions in molecular dynamics simulations.
The state-of-the-art long range Coulombic interaction calculations
utilize Particle Mesh Ewald (PME) summation [75, 76]. Due to
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the specifics of the PME algorithm, for a non-neutral system any
extra charge is neutralized by the implicit introduction of a uniform
background charge. Taking into account the contributions of this
effect to the free energy difference requires additional, and techni-
cally involved, correction schemes [77, 78]. If neglected, significant
artifacts may occur [79]. Therefore, conserving a system’s charge
during the alchemical transition is preferred.

To accomplish this, we suggest using a double-system/single-
box setup [24, 26]. In this approach both legs of a thermodynamic
cycle, e.g., mutation in the folded and unfolded states in Fig. 1, are
placed in the same simulation box. The systems of the separate legs
in the thermodynamic cycle are set in different physical states: if the
folded state protein has a WT residue at λ ¼ 0, then the unfolded
state must be in its mutated form at λ ¼ 0. During the alchemical
transition, the system goes from λ ¼ 0 to 1, and the folded state is
transformed into the mutant while the unfolded (mutant) state is
simultaneously transformed into the WT. In this way, the charge of
the system will be conserved during the transformation, and the
free energy difference calculated already refers to the ΔΔG across
the thermodynamic cycle of interest.

The assumption underlying the double-system/single-box
approach is that both legs of the thermodynamic cycle are indepen-
dent when placed in a single simulation box. Therefore, it is impor-
tant to place the systems (e.g., the folded protein and unfolded
peptide) sufficiently far apart. The distance between the molecules
needs to be larger than the short range electrostatic cutoff. We have
obtained reliable free energy estimates by setting the distance to be
at least 3 nm between any atoms of the molecules from the separate
legs of the cycle [1, 24]. To ensure that the proteins do not diffuse
and come closer to one another during the course of simulations,
position restraints on a single backbone atom close to the center of
mass of each protein ought to be used. These position restraints
affect only the translational degrees of freedom of the proteins. The
contribution of such position restraints to the translational parti-
tion function will be the same in both legs of the thermodynamic
cycle and will cancel from the ΔΔG estimate.

4.2 More Than One

Mutation at Once

The protocol in this chapter described an example of a single amino
acid mutation in a protein. pmx, however, also allows introducing
multiple mutations at once as well. This can be done either by
interactively selecting more than one mutation to be applied or by
providing an external file with every mutation defined in a new line
of a text file. The pmx webserver also provides the option to
introduce multiple mutations.

The caveat of performing an alchemical transformation for
several amino acid mutations at once is a slower convergence of
the free energy estimate. Having more mutations imposes a larger
perturbation to the system. Hence, more work will be dissipated
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along the path and the free energy estimate will become less accu-
rate. In such a case, performing the non-equilibrium transitions
slower may be necessary.

Another way to calculate the effect of multiple mutations is to
perform the mutations sequentially. For example, the free energy
difference of introducing the mutations X and Y at once is equal to
the combined ΔG of performing the mutation X first and in a
separate setup calculatingΔG for the Ymutation in a system where
theXmutation is already present. In fact, since free energy is a state
function, the sequence of introducing the mutations does not
influence the final ΔG estimate, thus the mutation Y can be
performed first and then the mutation X can follow. The free
energy differences calculated in all three scenarios (X and Y at
once, first X then Y, first Y then X) ought to yield the same
estimate. Therefore, the spread of these three ΔG values could
serve as an indicator of the uncertainty in the calculations.

4.3 Mutation Scan In protein design studies or large-scale mutation investigations, it is
common to perform mutation scans by replacing every amino acid
in a protein sequence with another residue; e.g., alanine scans are
often employed. The command line scripts described in the current
protocol make it easy to build workflows allowing for any number
of mutations to be introduced. The pmx webserver also allows for
an automated generation of the hybrid structures and topologies
for a mutation scan with the user-selected amino acids.

When a protein needs to be mutated multiple times, the end
state representing the wild-type does not need to be simulated at
equilibrium multiple times. The same WT equilibrium simulation
can be reused for all mutants to increase the efficiency of the
protocol. However, in order to be able to reuse the same equilib-
rium run, the generation of the hybrid structure and topology files
has to be postponed to the step after the equilibrium simulations.
Thus, effectively, the steps described in Subheadings 3.2–3.4 need
to be performed after the equilibrium simulations have been carried
out (Subheading 3.6.2). In this scenario, the equilibrium simula-
tions would be performed without invoking the free energy code
and using standard non-hybrid structures and topologies for both
the WT and mutant proteins. The hybrid topology can be gener-
ated only once, using one of the many frames extracted from the
equilibrium simulations. On the other hand, the hybrid coordinates
need to be built by the mutate.py script for all the frames extracted
from the equilibrium trajectories. For example, a custom bash script
with a for loop, calling mutate.py for each of the extracted frames,
would add the atoms for state B to all the snapshots extracted. In
such a way, the same trajectory can be reused for all of the muta-
tions of interest; for each mutation, one needs to create the topol-
ogy with the hybrid residues of interest, and generate the
corresponding hybrid structures.
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5 Summary

In summary, we have presented a step-by-step protocol for the
calculation of free energy changes upon amino acid mutation. As
an example, we have shown how these calculations can be used to
estimate the destabilizing effect of the W6Fmutation on the fold of
the Trp cage protein using the pmx software. Throughout the text,
we have also pointed out common issues that may be encountered
in alchemical non-equilibrium free energy calculations, as well as
their solutions. Furthermore, we discussed how the protocol can be
automated and scaled up in order to better fit the requirements of
applications that involve large mutational scans, such as protein
design. Finally, we remind the reader that while here we focussed
on amino acid mutations, pmx also allows to set up, run, and
analyze alchemical free energy calculations that involve the muta-
tion of nucleic acids and development is in progress to support
arbitrary organic molecules (ligands). Thus, overall, pmx and the
free energy calculation protocol presented here are flexible tools
that can find broad application in various fields of computational
biophysics and chemistry.

6 Notes

1. When using equilibrium alchemical free energy calculation
protocols (equilibrium TI or FEP) it is usually recommended
to perform transformations of the van der Waals interactions
after turning off the charges on the morphed atoms. In this
scenario, only the van der Waals interactions need to be soft-
cored, while the Coulombic interactions may be calculated
using the unmodified Hamiltonian. In principle, the same
procedure could be applied for the non-equilibrium transitions
as well, however, it is more convenient to perform the fast
alchemical transitions by morphing the Lennard-Jones para-
meters and charges simultaneously. In this case, both the van
der Waals and Coulombic interactions have to be modified
using the soft-core potential. If the default Gromacs 2016
soft-core implementation leads to an erratic behavior of the
∂H/∂λ curves (e.g., unreproducible spikes orders of magni-
tude larger than the average values), an alternative soft-core
implementation can be found on the pmx webserver’s down-
load section, which is more suitable for the non-equilibrium
protocol described in this chapter [63].
Depending on the software version, Gromacs may issue a
warning during grompp execution regarding the use of the
soft-core interactions when van der Waals interactions are not
decoupled. In the context of the non-equilibrium free energy
calculations it is safe to ignore this warning: flag -maxwarn.
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2. In order to be able to use the hybrid/alchemical force fields
available in pmx, the environment variable $GMXLIB needs to
be set. This is required as Gromacs uses the path specified in
$GMXLIB to locate additional force field libraries. In pmx, all
available hybrid force fields can be found in $PMXHOME/data/
mutff45, where $PMXHOME is the absolute path to the pmx
source folder. Thus, to allow Gromacs to find the pmx force
fields, you should run the following command (in bash shell):

export GMXLIB¼$PMXHOME/data/mutff45

3. The “-ignh” flag tells pdb2gmx to ignore the hydrogen atoms
present in the input structure. In this way, the tool adds the
hydrogen atoms again using its own logic. This can be useful
when there are hydrogen atoms in the input structure with
atom names that are not recognized by Gromacs and/or not
present in the force field of choice. If the flag is not set,
pdb2gmxwill keep the hydrogen atoms present in the structure,
which can be useful if external programs were used to deter-
mine the protonation states of the protein’s residues, or if it is
preferred to keep the protonation states determined experi-
mentally (e.g., via neutron diffraction). However, in this case
one needs to make sure the names of the hydrogen atoms
conform to the naming used in the selected force field, other-
wise pdb2gmx will raise an error. An alternative is to expand the
aminoacids.arn file in the force field library of interest to
introduce a mapping between the hydrogen atom names in the
input structure and in the force field.

4. The Gromacs command trjconv allows the user to convert
and manipulate trajectory files, and comes handy when one
wants to extract single frames to be used as starting points for
the non-equilibrium simulations. In particular, the flag -b
allows to choose the frames to discard before a certain time
defined in picoseconds. The flag -sep tells the program to
write each snapshot as a separate indexed coordinate file. The
flag -skip tells the program to extract only every n-th frame.
The flags -ur and -pbc keeps molecules intact across the
periodic boundaries. For instance, in the example with Trp
cage, we ran the following trjconv command:

gmx trjconv -f equilibrium_sim.xtc -s equilibrium
_sim.tpr -o frame_.pdb -sep -b 2001 -skip 1 -ur com
pact -pbc mol

In this way, as we saved coordinates to the trajectory file every
80 ps, we obtained 100.pdb files called frame_n.pdb, with n
from 0 to 99.
Here, we used an .xtc file to store the trajectory data and .pdb
files to extract the snapshots. These file formats contain only
the atom coordinates, but no velocities, therefore, when
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generating non-equilibrium runs, the flag gen-vel¼yes in the .
mdp file needs to be set, together with a reference temperature,
to generate velocities from a Maxwell distribution. Another
option is to use the .trr files for storing the trajectory data
from equilibrium simulations. The .trr files can also store the
velocities along with the coordinates. If the .trr files are used,
the starting snapshots should be extracted as .gro files instead
of .pdb, as the .gro file format allows storing both coordinates
and velocities. Non-equilibrium runs started from initial struc-
tures generated in this way will use velocities as obtained from
the equilibrium sampling; thus, the gen-vel flag in the .mdp
file can be set to no.

5. The analytical error for the Bennet’s Acceptance Ratio estima-
tor grows very rapidly even for a minor lack of the overlap
between the work distributions. The rate of growth for the
analytical error often does not match the bootstrapped error
estimate, which warrants further investigation into BAR uncer-
tainty estimators. Nevertheless, a large value of the analytical
estimator may serve as a good indicator for the lack of conver-
gence during the non-equilibrium transitions.

6. The current implementation of the pmx mutation libraries fol-
low the single topology formalism and the bond lengths are
allowed to change between the two end states. When bond
length constraints are used during the simulations, the contri-
bution of the constraints (upon changes in bond lengths) to
δH/δλ is taken into account by Gromacs. Therefore, TI-based
approaches and the non-equilibrium free energy calculations in
Gromacs properly account for the changes in the bond length.
However, Gromacs currently does not incorporate this contri-
bution into the data used by FEP approaches to estimate free
energy differences. This means that while equilibrium FEP and
non-equilibrium approaches should return the same ΔG values
for the same mutations in theory, in practice this is not the case.
Since the mutation libraries have been generated using the
non-equilibrium free energy protocol, the tabulated values for
the tripeptide mutations should be used only in combination
with free energy calculations that make use of the δH/δλ curve
integration. For FEP-based approaches, the tripeptide muta-
tions need to be calculated separately.
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