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We present a spectral-theoretic approach to time-average statistical mechanics for general, nonequilibrium
initial conditions. We consider the statistics of bounded, local additive functionals of reversible as well as
irreversible ergodic stochastic dynamics with continuous or discrete state-space. We derive exact results for
the mean, fluctuations, and correlations of time-average observables from the eigenspectrum of the underlying
generator of Fokker-Planck or master equation dynamics, and we discuss the results from a physical perspective.
Feynman-Kac formulas are rederived using Itd calculus and combined with non-Hermitian perturbation theory.
The emergence of the universal central limit law in a spectral representation is shown explicitly on large-
deviation timescales. For reversible dynamics with equilibrated initial conditions, we derive a general upper
bound to fluctuations of occupation measures in terms of an integral of the return probability. Simple, exactly
solvable examples are analyzed to demonstrate how to apply the theory. As a biophysical example, we revisit
the Berg-Purcell problem on the precision of concentration measurements by a single receptor. Our results
are directly applicable to a diverse range of phenomena underpinned by time-average observables and additive
functionals in physical, chemical, biological, and economical systems.
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I. INTRODUCTION

Many experiments on soft and biological matter, such
as single-particle tracking [1-4] and single-molecule spec-
troscopy [5-13], probe individual trajectories. It is typically
not feasible to repeat these experiments enough times to allow
for ensemble-averaging. It is, however, straightforward to an-
alyze such data by means of time-averaging along individual
realizations. However, except for (ergodically) long observa-
tions, time-averages inferred from individual trajectories are
random with nontrivial statistics. This naturally leads to the
study of statistical properties of time-averages which formally
represent functionals of stochastic processes.

The study of functionals of stochastic processes has a
long tradition in mathematics (see, e.g., [14-21]) and fi-
nance [22,23]. In physics, they were found to be relevant in
the context of diffusion-controlled chemical reactions (e.g.,
[24-26]), transport in porous media [27], chemical inference
[28-37], astrophysical observations [38], medical diagnostics
[39], optical imaging [40], the study of growing surfaces
[41], blinking of colloidal quantum dots [42,43], mesoscopic
physics [44], climate [45] and computer science [46], and
most recently in single-molecule spectroscopy [47-50] and
diffusion studies [51], to name a few.
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From a theoretical point of view, analytical results were
obtained for the occupation time statistics for discrete-state
Markov switching [47-50], for the local time at zero and
occupation time above zero of a Brownian particle diffus-
ing in a simple one-dimensional potential [46,52,53], the
occupation time inside a spherical domain of a Brownian
particle moving in free space [51], and for a free, uniformly
biased and harmonically bound particle undergoing subdiffu-
sion [54,55]. Exact results were also obtained for occupation
time statistics for a general class of Markov processes [56]
and a discrete stationary non-Markovian sequence [57]. Large
deviation functions for various nonlinear functionals of a
class of Gaussian stationary Markov processes were stud-
ied in [45]. Numerous important results on functionals have
also been obtained in the context of persistence in spatially
extended nonequilibrium systems [58]. Exact results were
recently obtained on local times for projected observables in
stochastic many-body systems [59,60], which provided in-
sight into the emergence of memory on the level of individual
non-Markovian trajectories. Notwithstanding, a general ap-
proach to fluctuations in time-average statistical mechanics
for arbitrary initial conditions remains elusive.

Here, we present a spectral-theoretic approach to finite
time-average statistical mechanics of ergodic systems. In
mathematical terms, we focus on the statistics of bounded,
local, additive functionals of normal ergodic Markovian
stochastic processes with continuous and discrete state-
spaces, including functionals of their (non-Markovian) lower-
dimensional projections. The paper is organized as follows.
We first provide in Sec. II a brief introduction into time-
average statistical mechanics. In Sec. III we rederive the
well-known Feynman-Kac formulas for Markovian diffusion
using It6 calculus. In Sec. IV A spectral theory combined
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FIG. 1. Realization of a trajectory X, (solid lines) of a continuous
Ornstein-Uhlenbeck diffusion (red) and a Markovian discrete-
space continuous-time random walk in a quadratic potential (blue).
The dotted lines refer to the time average, Eq. (3), with 1V, =
f(; V(x;)dt, where we chose V(x) = 1) (x) for the Ornstein-
Uhlenbeck and V (x) = 6_, , for the discrete random walk.

with non-Hermitian perturbation theory is applied to obtain
our main result—exact expressions for the mean, variance,
and correlations of time-average observables for any non-
stationary preparation of the system, expressed explicitly in
terms of the eigenspectrum of the underlying generator of the
dynamics, which may correspond to Fokker-Planck diffusion
or Markovian dynamics governed by a master equation. We
demonstrate explicitly the emergence of a central limit law
in a spectral representation on large-deviation timescales. In
Sec. IV C we derive our second main result—a general upper
bound on fluctuations of occupation measures in terms of an
integral of the, generally non-Markovian, return probability
that is valid for generators of overdamped dynamics obeying
detailed balance. Finally, simple analytically solvable exam-
ples are provided in Sec. V to demonstrate how to apply the
theory. We conclude in Sec. VL.

II. TIME-AVERAGE STATISTICAL MECHANICS

A. Ensemble- versus time-average observables

Traditional (classical) ensemble statistical mechanics de-
scribes physical observations as averages over individual
realizations of the dynamics at single (or multiple) prede-
termined times. For example, the ensemble average of an
observable V(x,) at a time ¢ for an ergodic stochastic pro-
cess X; (0 < 7 < t) starting from some nonstationary initial
condition py(Xo) is defined by

Jo dX [, dxoV (X)P(X[X0)po(X0), Q C R,

Y xeq Zxoesz V(X)P, (X|X0)po(Xg), €2 discrete,
(H
where 2 is the state space of the process and P, (x|Xp) is the
so-called propagator, i.e., P;(X|Xo)dx (upper line) is the prob-
ability that the process is found in x € €2 within the increment
dx at time ¢ given that it started at ¢ = O at X,. Note that if x is
continuously valued (x € Q C RY; see Fig. 1, solid red line),
then P, (x|Xg) is a probability density, whereas if x is from a
discrete state space 2 (Fig. 1, solid blue line), the integral

(VX)) p, =

in Eq. (1) (upper line) becomes a sum, fQ dx — ) .o, and
P, (x|xg) becomes a plain probability as shown in the lower
line of Eq. (1). If x¢ is sampled and averaged over a sta-
tionary (invariant) measure, p(Xg) = P,y (Xo), or if # becomes
sufficiently (i.e., ergodically) large, Poo(X|Xg) = Py(X), the
ensemble average becomes time-independent,

Vi = / XV (X)Pan (). %)

Conversely, in single-molecule dynamics, single-particle
tracking, and other related experiments, one probes indi-
vidual realizations of x, within the interval 0 < v <t and
instead analyzes the observation by taking a time-average.
Such time-average observables are in general random, fluc-
tuating quantities with nontrivial statistics. For example, for
a physical observable V(x,), which may correspond to the
squared displacement [61,62] or local time [51,59,60,63] in
single-particle tracking or the FRET efficiency [5-8] or dis-
tance between two optical traps [9—13] in single-molecule
fluorescence and force spectroscopy, respectively, the (local)
time-average is defined as

V,=t"! / V(x;)dT, 3)
0

and it depends on the entire history of x, until time ¢ (see
also the dotted lines in Fig. 1). The statistical evolution of
V, is therefore a non-Markovian process characterized by the
probability density that the random observable V, attains, in a
given realization of x., the value v [46,52,53,59,60], which is
defined as

PY (v]x0) = (v = V))xo» 4)

where §(z) is the Dirac delta function and (-)x, denotes the
average over all paths starting at xo, i.e., po(X) = 8(X — Xp),
and propagating until time ¢. The corresponding result for
arbitrary initial conditions py(Xp) follows by superposition,
ie, P/ (vlpo) = [ P (vIX0)po(Xo)dX (see also Sec. IIIB).

The random “empirical density” [64] 6x(¢) determined
from a single trajectory in time-average statistical mechanics
is the so-called local-time fraction defined as [21,59,60]

QX(t)Efl/ dt 8(x — x;), (3)
0

which allows us to rewrite the time average (3) in the form

V,:f‘/ dt/dxé(x—xI)V(x)E/de(x)@X(t),
0 Q Q (6)

where §(x — x;) denotes the Dirac delta function if x € Q is
continuous, whereas §(x — X, ) denotes the Kronecker delta if
x € Q is integer-valued. Note that it is often useful to general-
ize the local-time fraction in a point X in Eq. (5) to the notion
of occupation time within the hypersurface V (x) = V defined
as

Oy(t) = t_lf sV —V(x;))dr. (7)
0
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Accordingly, we can rewrite Eq. (6) equivalently in terms of
Oy (1) as

v, =f1/ drdeS(V—V(xt))VE/dVVOv(t). 8)
0

Because the dynamics x; is assumed to be ergodic,
we have hmt—>oo ex(t) = Pinv(x) and hmt—>oc OV(I) = Plnv(v)
[52,59,60], and

lim, oo V, = / dx V()P (x) = / 4V VP (V) = (V)i
im0 PY (V]%0) = 80 — (V )imy)» ©9)

where we have defined the stationary (or invariant) measure
of V(x,),i.e., Poy(V) = [dx8(V — V(X))Piny (X).

Equations (9) reflect the strong law of large numbers on
timescales where V, for different values of ¢ decorrelate.
Moreover, on the so-called large-deviation timescale, i.e., on
the timescale that is finite but longer that the longest relax-
ation time of x,, we find convergence in the mean, (Vrm> =
(V)inv, and Gaussian fluctuations around the mean value
[45,59,60,65,66]. For finite, and in particular subergodic (i.e.,
supralarge-deviation) times, the statistics of V, is, however,
nontrivial. Below we provide intuition about the local-time
fraction from a practical perspective.

B. Local-time fraction as a histogram inferred
from a single trajectory

To gain more intuition about the local-time fraction (or
“empirical density”’), we consider, as an example, a Brownian
particle diffusing in a harmonic potential. A single trajectory
starting from xo = 1.2 is recorded as a function of time (see
the full red line in Fig. 1). We are interested in the distribution
(i.e., a histogram) of the particle’s position x; inferred from a
single trajectory of length ¢ (see Fig. 2). Note that in Fig. 2
we consider a histogram with a finite bin-size A, which we
denote explicitly as 62 (¢). In this sense, the local-time fraction
(5) is simply a mathematical idealization of a histogram, i.e.,
0,(t) = 0270().

If the trajectory is sufficiently long (i.e.,  — 00), 02()
converges, up to small fluctuations of order 1/ Ji, to a
Gaussian stationary (invariant) measure P,y (x) o< e*'/2. This
convergence is depicted explicitly in Fig. 2(b). According to
Eq. (9), this result depends neither on the initial condition xp
nor on the particular realization of the trajectory.

We may also infer a histogram of the particle’s position
from a short trajectory. The resulting histogram 62(¢) ap-
pears “rough” and far from Gaussian [see the histogram in
Fig. 2(a)]. If we were to repeat the analysis for many tra-
jectories and infer an averaged histogram (GXA (1)), we would
find as well that it deviates strongly from a Gaussian [see the
line in Fig. 2(a)] with large fluctuations around the mean,
SOXA(I) = |9xA(t) — (QXA(t)H ~ (QXA(I)) [see the histogram in
Fig. 2(a)]. Moreover, both the mean histogram (6 ()) and the
fluctuations around the mean, § QXA (), depend not only on ¢ but
also on the initial position xy, where we observe a persistent
cusp [Fig. 2(a)].

(a) 1.2 T T T T

short trajectory
08 | J y

04

FIG. 2. Local time fraction (or “empirical density”) for a Brow-
nian particle in a harmonic potential. The histogram 07 (¢) (blue)
inferred from a single trajectory starting from xo = 1.2 compared
the mean local-time fraction (6,(t)),, = limAHo(H‘.A (t))x,- The his-
togram with bin-size A (here we assume A = 0.3) is defined
by 02() = A~ [T 0,(t)dy, that s, 02(1) =V, with V(x) =
Al Le—a/2.544,21(x), where “1” denotes the indicator function being
lifx € [x — A/2,x + A/2] and O otherwise. Parameters: xo = 1.2;
(a)t = 1,(b)t = 100 (the trajectory is ten times as long as in Fig. 1).

In the reminder of this work, we will focus on the mean
values and fluctuations of entries, as well as linear correla-
tions between entries of such (random, realization-dependent)
histograms inferred from finite, individual trajectories starting
from general initial conditions.

C. Fluctuations of time averages

To exploit the role of the local-time fraction 6x(¢) as a
“propagator” in time-average statistical mechanics [via V, =
fQ dxV (x)0x(t)], we now relate the statistics of 6x(¢) to the
probability density of a general time-averaged physical ob-
servable V, defined in Eq. (3). In the example in Fig. 2,
V, = 02 accounts for the value of the histogram at position x.
The characteristic function of V,, i.e., the Laplace transform
P (ulxo) = [;° e PY (vIxo)dv if v > 0, reads

757(M|X0) — <g—uV,>x0 — <efuan(X)9x(t)dX)x0’ (10)

where we have used Eq. (6) to arrive at the second equality.
Equation (10) relates the statistics of the time average V,
to the statistics of all local-time fractions 6x(r) (x € 2). We
note that Eq. (10) must be modified if V (x) can also become
negative such that a Fourier transform is required instead,
which amounts to replacing u — iw with w € R in Eq. (10).
The probability density is obtained from Eq. (10) by Laplace
inversion,

c+ico

PV (v|xo) = L f P! (ulxo)du, a1
2mi c—ioo

where ¢ € R lies to the right of all singularities of 75,‘/ (u]xg)

and we have assumed that P,V (v]xg) is of exponential order for

sufficiently large v [in the following section, the conditions on

V(x,) will be made more precise]. If the support extends to
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negative values, Eq. (11) becomes the inverse Fourier trans-
form. Here we are particularly interested in fluctuations of
time averages V, and W, of different physical observables
V(x;) and W (x, ), which are quantified by [59,60]

ol) = (V7), — (V02
Crr(®) = (VWohy = (Vs Wiso. (12)

where 05 (t) = Gy (t) denotes the variance of V,,and G (1)
denotes the covariance between V, and W,.

In the example in Fig. 2, where V, = QXA(I) corresponds to
the entry x in the histogram, o%(t) = (8602 (1)?) refers to the
variance of said entries between different realizations of the
histogram [i.e., the scatter of 62(z) around (6,(7))]. Analo-
gously, Gy (1) accounts for linear correlations between pairs
of entries at x and y, 6(r) and 6,*(¢), in a histogram inferred
from a single trajectory of length 7.

Using Eq. (10), we obtain more generally

WW;")XO =] / dxiV i) [ ] / dy,W(y,)
i=1 7% j=17%

X (Ox, (1) -+ Ox, (1)0y, (1) - - - Oy, (1)), (13)

where x;, y; € , respectively. Thereby, the ensemble average
corresponding to the last term in Eq. (13) is obtained by
differentiating the characteristic function with respect to the
Laplace (or Fourier) variable.

It therefore follows that the fluctuations and (linear) corre-
lations of general time-average observables are fully specified
by multipoint correlation functions of the local-time fraction.
These are derived on the basis of the Feynman-Kac formalism,
which is presented below for continuous diffusion processes.
The extension to discrete state dynamics is discussed after-
ward.

III. FLUCTUATIONS OF ADDITIVE FUNCTIONALS

A. Ito approach to Feynman-Kac theory of additive functionals

It seems to be customary in the physics literature to start
from a path-integral approach to Feynman-Kac theory [46]

J

and then to derive a backward Fokker-Planck equation for
the characteristic function [52,53]. Here we provide a simple
derivation of the “forward” Feynman-Kac theory based on It6
calculus.

We consider a d-dimensional Markovian diffusion x, €
Q C RY process in the presence of a drift F(x) driven by
d-dimensional Gaussian white noise governed by the It
equation

dx; = F(x;)dt + odW;, (14)

where o is a d x d noise matrix such that D = aa” /2 be-
comes a symmetric positive-(semi)definite diffusion matrix,
and dW; is an increment of a d-dimensional Wiener process,
such that (W;) = 0 and (dW, ;dW, ;) = 8(t —t')é;;dt. We as-
sume throughout that F(x) is sufficiently confining to ensure
that the process x; is ergodic with a steady-state probability
density Py (x). Multiplying the time average in Eq. (3) by
the trajectory length 7, we transform the time average to the
additive functional

Y, =1V, = f V(x,)dt. (15)
0

We now consider the joint process of x, and y,. According to
1t6’s lemma, any twice differentiable function f(x, 1) with x,
and v, defined by Eqs. (14) and (15), respectively, satisfies

df (xq, ¥y) = [F(X;) - Vi f(X;, Y1) + Vi - DV f (X, ¥p)]dt

+ Vi f (X, Y1) - 0dW, + V (X)0y f (X, ¥y )dt,
(16)

where we inserted the diffusion matrix D = o07 /2, and for
the last term we used dvy, = V(x,)dt, which follows from
Eq. (15).

Using It6’s lemma (16), we derive in the following the time
evolution of the joint probability density Q;(x, ¥ |Xo) to find
the system in state x and the functional ¥, in Eq. (15) to attain
the value i at time 7 given that the system started from x,. For
convenience, we first focus on positive functionals (¢ > 0).
Using a test function that vanishes at the boundary f(x, 0) =
0, we obtain after some calculations [67]

d o0
d_<f(xzv Yi)lx, = / d‘/’/ dx f(x, ¥)0;0: (X, ¥|xp)
t 0 Q

=f0 dlﬁ/QdXQz(X,INXo)[F(X)-fo(X,l/f)+Vx-Dfo(X,lﬂ)+V(X)3wf(X,1ﬁ)]

2/0 dW/Qde(X,lﬂ)[—Vx~F(X)+Vx-DVx—V(X)aw]Qf(X,WIXo), a7

which is obtained as follows. In the first line of
Eq. (17), we differentiate both sides of the identity
Joodx [dyr f(x, 9)Qi(X, ¥|X0) = (f(X;, ¥))x, With respect
to time ¢. To obtain the second line, we inserted Itd’s lemma
(16) and finally performed an integration by parts. Since
Eq. (17) holds for any function f that vanishes at the boundary

[
Y = 0, we obtain

301 (x, Y[x0) = [L — V(x)dy — V(X)S(WY)IQ: (x, ¥[x0),
(18)
where we have defined the forward generator I = Vi -
DVx — Vi - F(x) and further introduced a boundary term
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V(x)8(y¥)Q; (X, 0]xg) that vanishes for ¥ > 0 and is derived
in the following two steps. First, Eq. (17) holds for all
functions f(x, ¥) with f(x, 0) = 0, which immediately gives
Eq. (18) without the last term for ¢ > 0 (see also [67]).
Second, the last term in Eq. (18) is required to guarantee the
conservation of probability fooo dyr [ dx 3,0, (x, ¥|x) =0,
i.e., to correct for the fact that there is a nonzero probabil-
ity that the functional has a vanishing value v = 0. Finally,
performing a Laplace transform of Eq. (18), O,(x, u|xg) =
Jo e O, (x, YIxo)d Y = (8(x — x,)e V"), we obtain the
forward Feynman-Kac partial differential equation for the
characteristic function of the joint density of position and v,

3,01 (x, ulxp) = [L — uV (x)]0; (x, ulxo), 19)

where Q;(X, ¥|xg) is the central object of the “forward”
Feynman-Kac approach [15,46].

We now relax the assumption by allowing for a nega-
tive support of Y, which we denote explicitly by v, —
W;. In this case, we need not make any additional
assumptions on f(x,,¥,) for ¥, =0 because naturally
lim |- o @/ (X, W[X¢) = 0. The lower boundary of integra-
tion over W in Eq. (17) is extended to —oo, and the boundary
terms resulting from the partial integration vanish as a result
of the boundary conditions. The resulting Eq. (17) implies

3 Qi (x, WIxp) = (L = V(x)30)Qi (x, W[xp),  (20)

which upon taking a Fourier transform 0, (x, w|xg) =
[ e @Y Q,(x, W|x0)d W leads to the forward Feynman-Kac
partial differential equation,

3 0s(x, w|x9) = [L — ioV ()] 0; (X, @|xo). 2

Note that the generalization to the case of a joint problem for
multiple functionals w,i with i = 1, ..., p is straightforward.
Introducing the vectorial notation ¥, = fé V(x;)dt with the
corresponding Laplace images u, the resulting equation reads

30/(x,ulxo) = [L —u-V(X)]0:(x,ulxg),  (22)

which allows for the computation of higher-order correlation
functions (13). What we actually seek is the marginal proba-
bility density of ¥ given x, defined by

PY (xo) = /Q 0, (x. ¥Ix0)dx. (23)

which is also the statement of the Feynman-Kac theorem
[15]. Note that the corresponding characteristic function
PY(ulxg) = [ e PY (YIxo)d¥ = (e7"V1),, is the solution
of the “backward” Feynman-Kac problem [52,53]. Moreover,
the marginal probability density of x given Xy corre-
sponds to the plain propagator P, (X|Xy) = f O, (x, ¥|x0)dy,
which solves the (forward) Fokker-Planck equation (9, —
L)P.(x|x9) = 0 with initial data Py(x|xo) = 8(X — Xo).

Note that the characteristic functions P and 75,'/' are equiv-
alent up to a trivial rescaling of the independent variable, i.e.,

Pl ulo) = (%) = (%) = Bl /tixo).  (24)

Therefore, once 75,‘[' is determined according to the Feynman-
Kac program, a simple change of scale of the Laplace image

u — u/t delivers 75,V .

B. From the forward to the backward Feynman-Kac equation

For convenience, we henceforth adopt the bra-ket nota-
tion, where the “ket” |h) denotes a vector, the “bra” the
integral operator (g| = fQ dx g'(x), and the scalar product
is defined as (g|h) = f dx gT(x)h(X). Introducing, moreover,
the “flat” state |—) = |, dx|x) and (—| = fQ dx(x|, Egs. (21)
and (22) for a general initial condition py(x), i.e., |po) =

Jq dXopo(X0)|Xo) and (po| = [ dXopo(Xo)(Xol, have the so-
lution [59]

PY (ulpo) = (—[LVO pg) = (poleE -+ VO ) (25)

To arrive at the second equality we have used Green’s identity,
introduced the adjoint (or backward) Fokker-Planck operator
LT =V, -DVy+ F(x) - Vg, and used that the Laplace trans-
form of a real function f(r) transforms as f(s") = f7(s)
under complex conjugation. In the following subsection, we
show that for Markov-jump processes (25), the theory can be
adopted one-to-one.

C. Markov-jump dynamics and additive functionals

Markov-jump processes correspond to a discrete state-
space €2 in which the system jumps with a constant rate
Wyy from state x € Q2 to another state y € €2, such that the
propagator P (x|Xo) satisfies the master equation

3P (x[x0) = Y (xILIy)P;(yIx0), (26)
y

where (x|L|y) = wyy if x #y and (x|L|x) = = Y (yIL|x)
such that —(x|L|x) > 0 is the rate of leaving state x. Ac-
cording to the celebrated Gillespie algorithm [68], a single
trajectory X, (0 < t < t) consists of a sequence of expo-
nentially distributed local waiting times 7; in state x; € Q2
followed by an instantaneous transition to another state X;;| 7#
x;, with the total time being the sum of waiting times ), 7; =
t — g, where g is the duration of the final epoch that contains
no jump. More precisely, whenever the system is in a state x; at
time ¢, the probability density to leave said state x; exactly at
time ¢,y =t 4 T; 1S exponﬁentially distributed with a waiting
time density — (x;|L|x;)e™LX)%  After the waiting time, a new
(accessible) state, X;11, is randomly chosen with probability
—(Xi41|L|%;) /(x;|L|x;). Therefore, the joint probability den-
sity that the system, starting from state x;, jumps after time t;
and the following state is X;; becomes (x;1 |L|x;)e™!LX)7

Denoting the number of transitions from state x to state
y until a time 7 by nyy(t) = ), 8, x0x,,y and identifying
the sum of all local waiting times in state X up to time ¢
by 10(t) = ), 8, xTi, the path probability (or path weight)
of x; (0 < t < 1) starting from X generated by the Markov
dynamics (26) can be written as [37]

P({Xr}|XO) — H[<X|£|y>]nyx(f)ezx t9x(l)<X|1:|X>. (27)
XF£Y

Replacing the integral in Eq. (6) by a sum, V, =
ZX V(x)0x(t), allows us to identify the characteristic function
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of ¥, = 1V, by [37]

P (ulxo) = (™),
= /d{Xt YP({x, }|Xo)e " 2x ¥ (0

= (—[eb™|xo), (28)

where in the second line we inserted the path weight Eq. (27).
While passing from the second to the third line, we tilted
the diagonal of the generator in the path weight (27) ac-
cording to (x|L(u)|x) = (x|L|x) — uV (x), which effectively
moves e “V+ into the tilted path weight. In other words,
identifying L(u) in the second line of Eq. (28) yields the
third line. Note that the off-diagonal elements of the tilted
generator remain unchanged, that is, (x|L(u)|y) = (x|L|y) if
X #y. Since all elements of [ and V(x) are real, Eq. (25)
holds also for Markov-jump processes. As shown in Eq. (24),
the characteristic function of V, = v, /t follows from a trivial
change of scale, 75,‘/ (ulxg) = ’P,v/ (u/t|X9). In the following, we
develop a spectral theory, which unifies diffusion processes
and Markov-jump processes.

D. Spectral theory of non-Hermitian generators

We henceforth employ a spectral-theoretic approach and
are thus required to make some more specific assumptions
about the underlying dynamics in order to assure that the
generator L is diagonalizable. An excellent account of the the-
ory for Markov-jump dynamics governed by a discrete-state
master equation can be found in [69]. In the case of Fokker-
Planck dynamics, we consider that X, is an ergodic Markovian
diffusion evolving according to Eq. (14) with the drift field
F(x) not necessarily corresponding to a potential field (which
thus includes systems with a broken detailed balance) but
at the same time requiring that it is sufficiently confining,
that is, it grows sufficiently fast as |x| — oo to assure that
L has a pure point-spectrum. Moreover, we require that L is
diagonalizable, and it can be shown that any normal operator
L, satisfying LL" = L[, is in fact diagonalizable [70]. A
more detailed mathematical exposé of the requirements for,
and properties of, L can be found in [60]. In all practical
examples presented below, we will in fact assume that the
dynamics is overdamped. Moreover, except for the example
presented in Sec. V C where detailed balance is violated, L
will be assumed to obey detailed balance [67,71], implying
that it is orthogonally equivalent to a self-adjoint operator and
hence automatically diagonalizable.

Let —Xx; [Re(Ar) = 0], (Lk|, and |Ry) denote the eigen-
value and orthonormal left and right eigenstates of L, and
let —Az, (Rx|, and |Ly) denote the corresponding orthonormal
eigenstates of L7 1601, ie., (Li|R;) = (Ry|L;) = 6k, with the
resolution of identity Y, |R¢)(Li| = D, |Lk)(Rk| = 1. Then
written in the respective eigenbases, L and L' read

== hlRtWel, L'== " AILoRd, 29
k k

with the ground-state eigenvalue Ao = O and the correspond-
ing null-space |Ry) = |Pyy) and (Ly| = (—|. In theArespec—
tive dual eigenbasis the propagator P,(x|Xo) = (x|e!|xq) =

(Xo |em |x) reads

P (x[%0) = Y (x|Ri) (Le|x0)e ™'
k
=" (xolLe) (Relx)e ™", (30)
k

where (x|R;) = Ri(x) and (L;|xo = LZ(X()), while (xg|Lz) =
L (xp) and (Ry|x) =Rz(x). For overdamped systems with
an invertible diffusion matrix D that obey detailed balance,
ie, D7'F(x) = —BV,U(x) with inverse thermal energy
B =1/kgT, all Ay are real, |Pny) = |Peq) is the Boltzmann-
Gibbs equilibrium  Peg(x) = e PUN/ [ e PUMgx,  and
|Ly) = ePU®|R,) [67,72].

IV. CHARACTERISTIC FUNCTION NEAR ZERO VIA
NON-HERMITIAN PERTURBATION THEORY

Based on Egs. (10) and (13), we only require the moment-
generating function (25) in the limit |u| — 0 to calculate

moments of arbitrary order. Moreover, recall that 75,V (n) =

73;ﬁ(u/t) [see Eq. (24)]. To keep the treatment general, we
utilize the spectral expansion of L (L, respectively). We
employ perturbation theory to derive the moment-generating
function (25) in the limit [u] — 0. There are (at least) two
possible ways to arrive at the result: a Dyson series approach,
which is presented in Appendix B, and by means of second-
order non-Hermitian perturbation theory, which is detailed
below. While both yield equivalent results, the perturbation-
theoretic approach is more general as it provides a (bi)spectral
expansion of the perturbed generator L —u - V(x) [LT —u -
V(x), respectively] to second order in |u|. These perturbation-
theoretic results, which in the physics literature appear to be
new, are applicable beyond time-average statistical mechanics
in diverse problems involving perturbations of non-Hermitian
and/or non-self-adjoint eigenvalue problems.

Our aim is to diagonalize the “tilted” propagator in Eq. (25)
in the limit when u vanishes. Because L is in general not
self-adjoint, we need to separately perturb left and right eigen-
states. First we must confirm that the tilted propagator L.(u) =
L—u-Vx)[and LT(w) = LT —u - V(x), respectively] is ac-
tually diagonalizable in an arbitrarily small neighborhood of
u = 0. We focus first on the case in which V(x) > 0. We
Laplace-transform Eq. (25), ¢ — s, yielding

PYulpo) = (—Ils — L)l [po) = (polls — L (w)]™"|-).

(€29}
The singularities of Eq. (31) correspond to the perturbed
eigenvalue spectrum {—X;(u)} of L(u), and diagonalizability
is broken whenever one or more singularities are not simple
poles (see, e.g., [73]). Equation (25) shows that |u| = 0 is not
an accumulation point. Moreover, L has a pure point spectrum,
therefore an arbitrarily small |u| cannot cause the emergence
of poles of second order in Eq. (31) that would break diagonal-
izability, akin to the “avoided crossing theorem.” Therefore, in
the limit [u| — 0 the tilted generator L(u) is diagonalizable, u
can be taken as real [74], and the eigenspectrum of L(u) cor-
responds to a regular perturbation of the original eigenvalue
problem L|R) = —A|Ry) (LT|Lk) = —A[|Ly)), and we seek
a perturbative expansion of the tilted eigenspectrum, e.g., of
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L (u):
A @)= =2 =) ue Ay,
i>0
ILi(w) = L) + Y u'- L),
i>0
(Re(w)| = (Rl + ) _u' - [R). (32)
i>0

Without loss of generality, we will henceforth assume that u
is real. Note that while the spectra of L and L' are complex
conjugates [see Eq. (29)], the perturbation is in fact symmetric
[see Eq. (31)]. Therefore, the spectra of L(u) and LT (u) are
not complex conjugates except for the unperturbed part, which
we denoted in Eq. (32) by quotation marks A", According
to Eq. (32), multiple functionals yield additive perturbations.
It thus suffices to carry out the calculations for u — u and
write the corresponding general result by inspection. We are
interested in up to second-order moments (13), and therefore
we need to evaluate the perturbation up to second order in u:

2 2 2
B av) Y i) = w3 wn|Ly). (33)
n=0 n=0 m=0

2 2 2
Z u")»,i") Z u’"(Rk
n=0 m=0

DL ) =
where we have adopted the convention A(O) = )LT (R0| = (Ry|,
and |LO) |Ly). In Egs. (34) we only need to keep terms up to
u? and equate terms of matching order in u. First we impose
the preliminary normalization (Ry(u)|L;) = (Ri|Ly(u)) = 1,
ie.,

(34)

1 = (RylLp) +
I = (Ri|Ly) +

R L) + (R L) + 0,
u{Re|Ly) + u*(Re|LF) + OG),  (35)
which implies

(Ri|Ly) =

The zeroth order of the expansion gives the solution of
the unperturbed system. For the higher orders we need to
solve Egs. (34) matching terms of equal order. Introducing
the coupling elements Vi = (R;|V |Ly), we obtain (details of
the calculation are shown in Appendix A)

_Z ViaVik
- il I
l;ék)” —A

(Re|Ly)=0 for n>o0. (36)

AW =V, AP

Vi Vi
L) =Y =), (R]=>—=®l G
= M — A = A=A
VicVii ViaVik
|L2> = - [L;),
1= 2\ W Wy
ViiVit ViV
(R = - (Ril.
' ; ; (i =ADGL =2 =47

However, while they are orthogonal by construction, the re-
sulting perturbed eigenstates are not normalized anymore, i.e.,

(R (u)|Ly(u)) # 1. Hence, we need to postnormalize them
such that

Nie@)(Rie ()| Li(w)) = 1, (38)

where from it follows that

NG — [<<Rk| n éu’(RH) (|Lk> + inl:Mi|Llic>>:|1

1
1+ 2(RILY) + Ow?)
ViV,
— QZ kiVik + 0(143)
i#k ( k _)" )2
=1 — My + 0O(ud), (39)

where in the last line we have defined M. We now use
the second-order perturbed eigenspectrum to diagonalize the
moment-generating function in Eq. (25),

B (ulpo) = 3 Ni(w) (pol L)) (Re ()| —)e ™ @', (40)
k

where moreover

W = 1 Ot 1+ 2 (0012 - 220)] + 0G)
(41)
and  (Re(u)l—) = (Rel—=) + u(R}|—) + u*(R}|—) + O()

with the coefficients given by

Vi
(Ril—) = w0, (R} =)= ;0“ ~ 80),
k
Vi Vi Vz i
(RE| =) = - ’K‘lf" +ZA (ﬁ _°k 1= d0) (42

and  (po|Li(u)) = (polLi) + u(polLy) + u*(polLy) + OG?),
where |L,1) and |L,%) are given by Eq. (37). Using Eqs. (37),
(39), as well as (41) and (42), the tilted propagator in Eq. (40)
to second order in u reads
P ulpe) = 1+ Y (uC” +12CP)e ™! + 0G),  (43)
k>0

where we have introduced the coefficients
G = dio(=Voot + {polLo)) + (po| Le{Ri| —)
C? = Seo[ (polLo) (Mo + Vigr* /2 = 1671) + {po| L5)]
—1({po| LoVoodko — (polLe){Ry| — Vi)
+{polLe)(Re| = ) + (polLo){RE| - ) (44)
with M defined in Eq. (39). In the special case when ini-
tial conditions x( are drawn from the steady-state probability
density, i.e., po(X) = Pyv(X), these equations simplify to

Vok

(Piv|LF) = 810, (Piv|Lt) = i (1 = 8r0)

Vi Vor Vit Voi
— + — (1 — 8xo). (45)
e 2 WD —aD) K0

(P |22) =

Turning now to the case in which V (x) extends negative val-
ues, we must simply replace u by iw. To obtain moments up to
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second order [i.e., Eq. (12)], we are now left with evaluating
derivatives of Eq. (43) with respect to u at u = 0.

A. Mean value, fluctuations, and correlation functions
for general initial conditions

We can now derive the mean, variance, and covariance
of time-average observables. We first focus on the case of a
single time-average observable V, =, /t [see Egs. (3) and
(15)]. According to Eq. (24), we must make the replacement
u — u/t in Eq. (43). We will only present the result in terms
of the spectrum of the backward generator L' since the results
corresponding to L follow trivially from Eq. (25). Note that
(pol—) = 1 for any normalized initial condition.

To order u°, Eq. (43) simply reflects the normalization of
P (vlpo) ie., P (Olpo) = [;° P} (vIpo)dv = 1 (and equiv-
alently in the case in which the support of V, extends to the
entire real axis). To order u', Eq. (43) encodes the mean value
(V) p, since it follows from Eq. (10) that —3, P (u|po)l.u=o =
Jo vP/ (lpo)dv = (V). Thus the mean value of a time-
average observable (V) po €volving from an arbitrary initial
condition py(x) is given by

v 1§ Vo A
Vidpy = Voo + - kX; Tz<po|Lk><1 ) (46)

with the anticipated ergodic limit Vpo = (V. 0) o =
(Pw|V|—) = fQV(x)PinV(x)dx. The result (46) is equally
valid in cases in which V (x) can become negative (as long as
it is bounded). Moreover, from Eq. (46) it is easy to discern
the large-deviation asymptotic

. — 1 Vio
lim (Vi) ~Voo+ = Y —(polle),  (47)
>1/Rer] t P kk

and in the special case of steady-state initial conditions,
Po(X0) = Pinv(X0), Eq. (46) reduces to the time-independent
ergodic result (V,)iny = Voo. To order u?, Eq. (43) encodes the

second moment via 8377)/ | po)lu=o = fooo v277tv (vIxo)dv =
(Vz) 10 Which reads

_2 +
Vi), =V + - Z i * Vor + (polLe) (Voo + Vixe ™)
k>0
(1—e
Z Vioy LpolLi) (Vi = Voo) = Vol ——=5—
k>0 k
Vie(polLy) (1 —e7" 1= e
+ Z )\.T _ )\.i )\"i' - )‘.T ’
1500k "k T M 1 k
(48)
which together with Eq. (46) yields the variance
oy, =V > — (Vi) (49)

We further introduce the following notational convention
for localized initial conditions py(x) = §(x — Xo), af (t) —

ng(t). From Egs. (46), (48), and (49) follows the antic-

ipated ergodic result (72 = VOZO, proving that in the

r—>oo>170

ergodic limit V, becomes deterministic [i.e., the variance van-

2 1> 00) =V )y~ Viea)?, =0
versely the large-deviation asymptotic reads for any initial
condition py(x),

. 2 2 2 VkO
lim (V =Vy + - — Vor + Vi Ly)), (50
Rexjt»i( r>p0 00 IZ; T ok + Voo(polLk)), (50)

ishes, af Con-

yielding a large-deviation variance

lim o 2(1) = f Z VO:VkO +0@™?), (51)

Rert>1
! >0 Mk

which embodies the emergence of the central-limit theorem.
One can further show that all higher cumulants decay to zero
faster than 1/¢. Since the only distribution with a finite number
of nonzero cumulants is the Gaussian distribution [75], the
large-deviation mean value (47) and variance (51) specify the
entire asymptotic probability density for time-average observ-
ables along trajectories of length # > 1/ Re)ﬂi.

In the special case of steady-state initial conditions,
po(X) = Pny(Xx), we find the variance satisfies (see also [59])

2 VoV 1 — e

2 0k VO

o5, (t)y=— - 1—- - . (52)
V,inv t Z )\]’( ( )\,;{l )

k>0

Note that for overdamped systems in detailed balance, we
have A/ € R and |L;) = /U™ |R;) € R. Therefore, Vi Vio >
0, which implies [compare Egs. (51) and (52)] that the fluctua-
tions for stationary initial conditions are bounded from above
by 02, (1) < litiges, 1 02(0).

We now inspect the correlation between two function-
als Vi, and V3, [see Eq. (12)] defined as Cyy, (1) =
<Vl,,V2,,>,,O — (Vl,,)po (Vg,,>,,0. The mean values were derived
in Eq. (46), so we only require the mixed second moment
(V1:V2.)p,» Which is obtained from the joint moment-
generating function [i.e., generalization of Eq. (40) to two
variables] as (V1,V2,),, = 82, PY (u|po)lu=o- A lengthy cal-

uyuy X
culation leads, upon introducing the coupling elements U}, =
(R¢|V:(x)|L;) and the shorthand notation Wy, = Ukll U., +

UZU, .. to the exact result
V1iiVai)p
Woooo 0t
—Ft- Z (Wrook + (polLic) [Wooko — Wiowee ')
k>0
(1 — e
2 Z [polLi) Wiokk — Wooko) — Wrook] ——7—
k>0 Ay
WkOlk (polLy) [ 1—e ™t 1 —e!
+ > Y NN ’
10,1k I k
(53)

and we note that (V' )iy (V2. )inv = Woooo/2, implying that
for an ergodic system, any two functionals asymptotically
decorrelate, lim,_.o Gy, (t) = 0. Equations (46), (48), and
(53) expressing the mean value and second moments (and
together the variance and covariance) of the time average of
a general physical observable V (x;) of type Eq. (3) solely in
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terms of the eigenspectrum of the underlying generator are the
main theoretical result of this work.

In the case of stationary initial conditions py(X) = Py (X),
we have that (P, |Ly) = 80, and as a result of Eq. (53) the
cgvariancg reduces to (note that Wioor = Worko and Woppo /2 =
<V 1,1 >inv <V2,t >inv)

1 — Wokko 1—e !
inv _ _
Gy, =7 i (1 v

k>0

Finally, in the large-deviation regime, we recover

1 W
SR 00, (59)
! k>0 )Lk

lim Gy (¢
t>;{% V1Vz()

the 1/t scaling reflecting the emergence of the central-
limit theorem. Therefore, it follows that an arbitrary set
of m time-average observables V, = {V,;,} in the large-
deviation limit exhibits Gaussian statistics. If we denote the
vector of mean values as (V)mv and introduce the sym-
metric covariance matrix C with diagonal elements C; =
tlimys 1 /Rer, 0 (t) [see Eq. (51)] and off-diagonal elements

Cj=t 11m,>>1/Re,\l Cv v, (t) [see Eq. (55)], then the probabil-

ity density that V, attains a value v obeys the asymptotic
Gaussian limit law 1im;s.1 /rex, P (v|po) = PHP(v), where
LD e_%(v_<v>inv)TC7](v_<v>inv)[
Po(v) ~ . 56
7 VQmy"detC/r (56)

We now introduce the rescaled variables » = v/t and scaled
mean p = (V,+/f)iny, Which upon renormalization lead to a
time-independent density. Moreover, we define

Di — )/ Ciis  Biyj = (O — fij)/64; (57)
with the shifted mean and stretched variance
— u)Cij/Cjj.
C})/Cjj. (58)
Then the limit law (56) implies that the univariate large de-
viations PTLD(G) and conditional bivariate large deviations

PP (D1]D2) = PP (D4, 1)/ PP (1) collapse, upon rescaling,
onto a universal Gaussian master curve

N I/ZPLD(V,) — Nz(0, 1),

il
NG

where N, (0, 1) denotes the Gaussian probability density with
zero mean and unit variance. The explicit rescaling [i.e.,
Eq. (59) combined with Eq. (51) and Eq. (55)] leading to
the collapse onto a master unit normal density in the large-
deviation limit is the main practical consequence of our
large-deviation result.

ﬂiu = i+ (V;
(CUC]]

t\J

PO (;19;) — Nz, (0, 1), (59)

il

B. Degenerate eigenspectra
Note that if the spectrum of L has degenerate eigenstates
(such as, e.g., in single-file diffusion [59,60]) special care
is required for initial conditions that do not correspond to

the steady state, i.e., po(X) # P (X), as a result of the sin-
gularities the degeneracy causes in Eqs. (48) and (53). As
is customary in regular perturbation theory (see, e.g., [76]),
one must first postdiagonalize all the respective degenerate
subspaces prior to using Eqgs. (48) and (53). Once this has
been taken care of (using any of the many possible methods
[77]) and the degenerate eigenstates are replaced by their
appropriate linear combinations, Eqs. (48)—(53) can be used
as they stand.

C. A general upper bound for occupation measures
for overdamped reversible dynamics

When L corresponds to reversible overdamped dynam-
ics [i.e., D7'F(x) = — BV, U(x) is a gradient field], or to a
reversible Markov-jump process [i.e., the transition matrix
elements in Eq. (26) satisfy the symmetry (y|L|x)/(x|L]y) =
ePUO—BUM] the large-deviation asymptotic (51) provides an
upper bound for fluctuations of the occupation time fraction
in any subdomain V C €2, V(x) = V, for any duration of the
trajectory [which naturally includes the local-time fraction
when V (x) = x].

Let us define the projection operator [y(V;V)=
fQ dxs(V —V(x)) [60], which projects the full dynamics
x C R? onto the hypersurface compatible with a given
value of the observable V(x) =V. Then the (generally
non-Markovian) joint probability density that the observable
V(x) starts from V' and returns to the initial value ) at time ¢
in an ensemble of trajectories X, starting from the equilibrium
probability density Py (Xo) = Peq(Xo) is defined as [60]

GV, V) =I5 (Vs V), (Vs V)P (X[X0)Peg (X0).  (60)

We now recall the definition of the occupation time fraction of
x, within the hypersurface V (x) = V in Eq. (8). Then Eq. (51)
and the spectral decomposition of P, (x|Xg) in Eq. (30) imply
the general upper bound on 6y,(¢),

10y () <2 / (G, V) = G2V, V)]|dt,  (6])
0

where equality holds in the limit # — oco. Note that in the
special case when V (x) = x, Eq. (61) bounds the local-time
fraction defined in Eq. (5).

To prove the bound (61), let us express Eq. (60) using the
spectral expansion of L' (or equivalently L). Since we are
considering systems in detailed balance, the eigenspectrum is
real. Introducing the elements V; (V) = (R;|5(V — V(X))|Lx),
the spectral representation of Eq. (60) reads (see also [60])

GV V) = Y VW)V (W)e ™ (62)
k

such that lim, .o, G;? = God(V, V) = Vio(V)?. Therefore,

/ (G, V) = VooV dt =Y Vo WVWVioOV)/Ae - (63)
0

k>0

Multiplying Eq. (63) by 2 and dividing by # we obtain Eq. (51)
for the case when V, = 6y,(¢) defined in Eq. (8), which in turn
proves asymptotic equality as ¢ — oo. Because for systems
obeying detailed balance we further have |L;) = efU™|R;),
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each coefficient is positive, Vor (V)Vio(V) = 0, because it cor-
responds to e PU® > 0 multiplied by the square of a real
number. Together with Eq. (52) this proves that the inequality
holds for any ¢ and completes the proof of the existence and
tightness of the bound (61).

Equation (61) enables us to obtain an upper bound on fluc-
tuations of 8y, (r )—the (generally non-Markovian) occupation
measure that the full dynamics x, along a single trajectory
is found within the hypersurface V (x) = V—from the inte-
gral over the return probability (60). It thereby also bounds
the fluctuations of random time-average “empirical densities,”
that is, local-time fractions [see Eq. (5)], by means of the cor-
responding deterministic (ensemble) joint return probability
density (60). Equation (61) is the main practical result of this
work. Interestingly, a similar bound involving the integral of
the return probability has been found in Ref. [78] in the study
of large-deviation asymptotics of the first passage times.

D. Physical interpretation of the results

We now provide some intuition about the developed the-
ory. As time evolves, the value of V; for an ergodic process
eventually becomes only weakly correlated. The statistics of
V., passes first through the large-deviation regime (56), where
the central-limit theorem kicks in with Gaussian statistics, and
finally ends up in Khinchin’s law of large numbers, where it
becomes deterministic and equal to (VVinv [79]. For simplic-
ity, we start in the large-deviation regime (51).

By using spectral theory, we map fluctuations of V, onto
the eigenmodes of L (and/or LY, respectively), with the “simi-
larity” to a given eigenmode reflected by the overlaps Vi, Vio.
Since on these timescales all memory of the initial condition is
lost, which is equivalent to imposing stationary initial condi-
tions, only overlaps from and to the ground state are relevant.
Moreover, due to the orthogonality of eigenmodes, these pro-
jections are statistically independent. Each eigenmode has a
finite lifetime or correlation time 1/A;. Therefore, in a time
> A,:l any kth projection acts as shot-noise, and there will
be ¢, independent realizations of such a projection reducing
the (co)variance by a factor 1/t [see Egs. (51) and (55)]. In
the limit 7 — oo, the Gaussian converges to a Dirac delta, i.e.,
lim, , o ,PILD(V) =38 — (V)iny)-

At shorter times, nontrivial corrections to these large-
deviation results arise due to strong correlations between the
values of V, at different times 7. As a result of these correla-
tions, the “completely decorrelated” large-deviation results in
Egs. (51) and (55) become reduced by a term that seems to
reflect the “effective probability of mode k to persist until #,”
! fot e M7dt = (1 — e )/t [see Egs. (52) and (54) as
well as Eqs. (B3) and (B4)]. In the case of general initial con-
ditions, po(x) additional terms arise [see Eqgs. (50) and (53)]
that reflect the memory of the initial condition. These terms,
however, are difficult to interpret beyond the point that they
reflect projections that couple different excited eigenstates and
thus describe fluctuation modes that are more complicated
than simple excursions starting and ending in the steady state.

V. APPLICATIONS OF THE THEORY

We now apply the theory to a collection of simple illus-
trative examples. Due to the fundamental role played by the

local-time fraction 6 (¢) and because it determines the dynam-
ics of other time-average observables [see Eq. (6)], we focus
on 6k (t) alone. The coupling elements are therefore simply
given by Vi = [ dy Ri(¥)8(x — Y)Li(y) = R/(x)Li (x). We
first present explicit results for local times for continuous
space-time Markovian diffusion processes and an irreversible
(i.e., driven) three-state unicyclic network. Next, we apply the
theory to a simple two-state Markov model of the celebrated
Berg-Purcell problem [28-30,36], i.e., the physical limit to the
precision of receptor-mediated measurement of the concentra-
tion of ligand molecules.

As minimal, exactly solvable models of continuous-space
Markovian diffusion, we consider a Wiener process con-
fined to a unit interval with reflective boundaries and the
Ornstein-Uhlenbeck process. To demonstrate the theory for
Markov-jump dynamics, we consider a random walk in a finite
harmonic potential and a simple three-state unicyclic network.

A. Local time fraction of the Wiener process in the unit interval

The propagator of the Wiener process confined to a unit
interval (i.e., L = 1) is the solution of

(3 —87) PN (xlx0) = 0, 8PV im0 = 8P =1 = 0, (64)

with initial condition P(}N (x]xo) = 8(x — xp). The eigenvalues
of 8 in a unit interval are given by Ay = k*m? (time is
expressed in units of T = L?/D), and the eigenvectors read
[67,72]

LY (x) = RY (x) = k0 + (1 — 8p0)v/2 cos(kmx),  (65)

since 3? is self-adjoint. The mean local-time fraction, (6,(¢)),
the variance 092(1‘), and the covariance Cy,g, (¢) for the confined
Wiener process are shown in Fig. 3. In the case of equilibrium
initial conditions, (6,(f))iny 1S constant and equal to Py, (x),
and the fluctuations of 6,(¢) are largest at the boundaries as a
result of repeated collisions with the walls. Notably, starting
from localized conditions, (6(t))y, as a function of x, in
contrast to the ensemble propagator P (x|xo), displays a per-
sistent cusp located at the initial condition xy [see Fig. 3(c)].
The fluctuations of 6,(¢) are larger near the initial condition
and at the boundaries.

B. Local time fraction of the Ornstein-Uhlenbeck process

Trajectories of the one-dimensional Ornstein-Uhlenbeck
process are solutions of the Itd equation

dx; = —yx; + V2DdW; (66)

and on the level or probability density they correspond to
the Fokker-Planck equation (3, — D[d? + y 3,x])P°Y (x|x) =
0 with initial condition PQV(x|xg) = 8(x —x9) and natu-
ral boundary conditions limy|_, o Pf’U (x]xp) = 0. To connect
continuous processes to discrete ones, we translate the
Fokker-Planck equation of the Ornstein-Uhlenbeck process
to a random walk on a lattice with spacing Ax and the
harmonic potential yx? entering transition rates according
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FIG. 3. Statistics of the fraction of local-time 6,(¢) as a func-
tion of x at different times ¢ for equilibrium initial conditions,
Po(xo) = Puy(xo) [(a) and (b)] and localized initial condition at
xo = 0.405 [(c) and (d)]; () (6.(t))iny is constant for all times;
(b) agzx inv(®) as a function of x for equilibrium initial conditions;
(c) {6:(1))x, and (d) Uéi (t); (e) covariance starting from equilibrated
initial conditions, Cé:év (t) (dashed line) and localized initial con-
ditions, Cyg, (1) (solid line). (f) Probability density of occupation
time fraction 6y,(t) = ¢! fot T10.45.0.551(x; )dT [see also Eq. (7)] on
large-deviation timescales (symbols) and corresponding theoretical
result (56) (lines). Symbols were obtained from Brownian dynamics
simulations of 10° trajectories simulated with a time-step df = 107*.

to [80]
A D 5
(x + Ax|L|x) = A_}626%1/& ~(etAx]
) D 1yiararp—)
<X|L|x + Ax) = sze:t , (67)

in a confined domain Qe ={—I,—[+ Ax,...,l—
Ax,l} C 2. The matrix L is tridiagonal and satisfies
Zy (y|L]x) = 0 for all x € @ and x € ZAx. We diagonalized

L numerically using the library from Ref. [81]. The mean,
variance, and correlation function for the continuous-space
Ornstein-Uhlenbeck process (66) obtained from Brownian
dynamics simulations are depicted in Fig. 4 (symbols) and are
in excellent agreement with the spectral-theoretic results for
the corresponding lattice random-walk approximation (67)
(lines). In Fig. 4(f) we also investigate the full probability
density function of the fraction of occupation time in the
interval x € [0,0.01], ie., y(t)=1""[) Ljgoonlx(v)ldt
[see Eq. (7)] on large-deviation timescales, and we compare
it to the theoretical Gaussian prediction Eq. (51). Note that
while the eigenspectrum of the generator of continuous
Ornstein-Uhlenbeck dynamics is unbounded, implying that
the spectral-theoretic result would require the summation
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FIG. 4. Statistics of the fraction of local-time 6,(¢) as a function
of x for the Ornstein-Uhlenbeck process (symbols) and correspond-
ing lattice random walk (67) with 10° states in the interval x €
[—5, 5] as a function of x at different times ¢ for equilibrium initial
conditions, i.e., po(xg) = Puy(xo) [(a) and (b)], and initial condi-
tions localized at xo = 1.2, i.e., po(xp) = 6(xp — 1.2) [(c) and (d)].
(@) (6,())inv = Py (x) is a time-independent Gaussian; (b) 092X iw(®)
at various times as a function of x; (c) (6,(¢))., and (d) ogzx @) at
various times as a function of x; (€) Cy, 4, , () for equilibrium (dashed
line) and localized (full lines) initial conditions; (f) occupation time
fraction Oy (t) = t~! fo’ Tio.0.017[x(z)]d7 [see also Eq. (7)] with sym-
bols derived from simulations and the solid line representing the
theoretical result (56) for the lattice random walk (67). To obtain each
simulation point, we generated 10° Brownian dynamics trajectories
using D = y = 1 with a time-step dt = 107,

of a large number of terms, the summation in the lattice
approximation is limited by the number of lattice points.
Therefore, except for very short times, where the lattice
approximation naturally breaks down, this example
demonstrates that our formalism applies equally well to
Markov-jump processes and diffusion dynamics. Note that
the results in Figs. 4(c) and 4(d) for times t = 1 and 100
correspond to the “short” and “long” trajectory in Fig. 2,
respectively.

C. Local-time fraction in a driven unicyclic network

Let us address in the following a simple three-state model
with broken detailed balance to also address driven systems.
The model corresponds to a simple cycle with states 1, 2, and
3, where all rates in a given direction are equal but each of
them has the same forward/backward asymmetry. The model
may represent, for example, a molecular motor such as the
F1-ATPase driven by ATP hydrolysis [82]. The corresponding
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FIG. 5. (a) Mean local-time fraction (6,(¢)) in states x = 1, 2, 3,
respectively, for a driven unicyclic network starting from steady-state
initial conditions [py(xp) = Piv(xo), light blue line; result identical
for any state] and an initial condition localized at xo = 2 (lines are
theory and points simulations); (b) variance of the local-time frac-
tion o, () starting from steady-state initial conditions (light blue
line; result identical for any state) and 0922(1‘) in states x = 1,2, 3
starting from xy = 2; (c) covariance of local-time fraction between
states x = 1 and 2, Cy4,(¢), as a function of time for stationary
(dashed line) and localized (full line) initial conditions; (d) proba-
bility density function of the local-time fraction in state x = 1, V, =
0,(1), on large-deviation timescales alongside theoretical prediction
of Eq. (56).

transition matrix of the model reads

3 1 2
i= 2 =3 1}, (68)
1 2 -3

and it has eigenvalues Ao =0, A;, = —-9/2 £ iv/3/2, and
eigenvectors |[Ry) = 37'(1, 1, 1)" and
Ris l<—3x/§:i:i 2/3+2i 1)T
b SBFsi BFsi

3 (69)
As a result of broken detailed balance, the eigenspectrum is
complex. In Fig. 5 we analyze the mean [panel (a)], fluctua-
tions [panel (b)], and correlation function [panel (c)] of the
local-time fraction 6,(¢) in the various states for nonequi-
librium steady-state initial conditions (light blue lines) and
conditions initially localized in state xyp =2, i.e., |po) =
(0,1, 0)". The theoretical results (lines) show an excellent
agreement with simulations (symbols) carried out using the
Gillespie algorithm [68]. We also confirm the Gaussian statis-
tics of the local-time fraction 6,(¢) from Eq. (56) in Fig. 5(d).

1. Generic behavior of the local-time fraction in ergodic systems

Note that an exhaustive study of the statistics of the local-
time fraction is beyond the scope of this work. Nevertheless,
we discuss here some general features of 6,(¢). The manner
in which (6,(7)), starting from some nonequilibrium initial
condition, approaches the ergodic invariant measure Pp, (x)
can be highly nontrivial and even nonmonotonic [see, e.g.,
Figs. 6(a)]. Even when the ergodic limit is reached, where
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FIG. 6. Long-time behavior (i.e.,t > )»1’1) of the scaled variance
of the local-time, taer (1), that is time-independent; (a) results for the
Wiener process and (b) the Ornstein-Uhlenbeck processes.

the variance ceases to depend on time, i.e., t%% ) # f(t),
the fluctuations display a nontrivial behavior (see Fig. 6).
For example, in the case of the Wiener process, fluctuations
are enhanced close to the boundaries, while for the Ornstein-
Uhlenbeck process they become depressed near the minimum.
Both results may be interpreted in terms of random “oscilla-
tions” around a typical position and confined by a boundary
that amplifies fluctuations.

Moreover, the time dependence of (6,(¢)) for nonstationary
initial conditions is often nonmonotonic or has a nonmono-
tonic derivative [see Figs. 7(a) and 7(c)]. A comparison
between (0,(t)) starting from stationary (dashed lines) and
localized (full lines) initial conditions illustrates the two co-
existing decorrelation mechanisms of 6,(¢) at different times,
one corresponding to self-averaging and the emergence of the
central-limit theorem (compare dashed and dotted lines), the
other additionally reflecting the loss of memory of the initial
condition (full lines). Stationary initial conditions often give
rise to larger fluctuations than nonstationary initial conditions

® @ @—_———

0-8 100 < .

< 06 =
= 04
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0
¢ ¢
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FIG. 7. (a) Mean local-time and (b) variance at x = 0.6 for a
Wiener process starting from equilibrium (dashed line) and from a lo-
calized initial condition py(x) = §(x — 0.405) (solid line). (a) Mean
local-time (6,(¢)) and (b) variance a(i (t) at x = 0.6 for the driven
three-state cycle Eq. (68) starting from stationary (dashed line) and
from a localized initial condition py(x) = §(x — 1) (solid line); the
dotted lines correspond to the large-deviation limit (51) and depict
the validity and long-time saturation of the upper bound Eq. (61).
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[compare the dashed and full lines in Figs. 7(b) and 7(d)],
and in the particular case of equilibrium initial conditions for
systems obeying detailed balance, oez(t) is a monotonically
decaying function of time ¢ [see Eq. (52) and Figs. 7(b)
and 7(d)] with an upper bound given by the large-deviation
asymptotic [see Eq. (61)] with a o 1/¢ scaling dictated by the
central-limit theorem [dotted lines in Figs. 7(b) and 7(d)].

The covariance of the local-time fraction between a pair of
points x; and x; in the continuous setting [Figs. 3(e) and 4(e)]
or x = 1 and 2 in the discrete setting [Fig. 5(c)], Cy,q, (¢), dis-
plays a similarly nontrivial and nonmonotonic dependence on
time and initial conditions py(xg) as shown in Figs. 3(e), 4(e),
and 5(c). The striking dependence on the tagged points reflects
a directional persistence of individual trajectories in-between
said points and can therefore be used as a robust indicator of
directional persistence and thus “temporally correlated explo-
ration” on the level of a single trajectory.

2. Universal asymptotic Gaussian limit law for time-average
physical observables

Finally, we comment on the universal asymptotic Gaussian
limit law Eq. (56) for Markovian as well as non-Markovian
time-average physical observables of type (3) of ergodic
stochastic dynamics of the form given in Egs. (14) and (26).
Namely, using the asymptotic results (47), (51), and (55) in the
large-deviation probability density function (56), and rescal-
ing to the centered and time-independent variables E and &;);
defined in Eqgs. (57) and (58), we can rescale the probability
density of any time-average physical observable PP (), and
the conditional probability density of a time-average physical
observable given another time-average physical observable
P}D(f;ihﬁ i), to collapse at long times onto a unit normal
probability density (59). For the three models studied here,
Figs. 3(f), 4(f), and 5(d), and additionally for the conditional
probability density function of the occupation time fraction
in x € [0.1, 0.4] given the occupation time fraction in y €
[0.6, 0.9] for the Wiener process, we demonstrate this collapse
explicitly in Fig. 8.

D. Precision limit of concentration measurement
by a single receptor

Let us now investigate the physical limit to the precision
of concentration measurements by means of the simplest two-
state Markov-jump process with states 2 = {0, 1} [28]. The
receptor can either be occupied by a ligand (x = 1) or be
empty (x = 0). Let the background ligand concentration be
¢ and assume that the ligand binds with a rate kc and unbinds
with rate k, ignoring for simplicity any spatial variations of
concentration. The generator and its eigenvectors are given by

A —kc k 1 1 1 1
(kc —k>’ |Ro) 1+c<0)’ [R1) 1+C<_1>

(70)

with A; = —k(1 + ¢) being the only nonzero eigenvalue. The
left eigenvectors corresponding to Eq. (70) are (Ly| = (—| =
(1, 1) and (L;| = (¢, —1). Moreover, since the entire state
space has only two states, we have 6y(r) = 1 — 0;(¢). Assum-
ing that the system was initially in equilibrium, |pg) = |Ry),

01\}' .
. . (/‘1.” .
Coogat § ve .
\ 6°(@)
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N(,1) —— |

—2 -1 0 1 2 3
(P — 1) [V Ciiy  Za)y = (05 — fly5) /545

FIG. 8. Collapse of probability density functions of all studied
models at long time onto a unit normal probability density. The sym-
bols correspond to rescaled probability density of occupation time
fraction 6y, (t)V-OU<¢ [see also Eq. (7)] of the Wiener process (64),
the Ornstein-Uhlenbeck process (66), the driven three-state cycle
(68), respectively, and the conditional probability density function of
occupation time fraction 6y, ()% |6y, (1)V of the Wiener process for
Vi =x¢€[0.1,04]and V, =y € [016, 0.9]. The line is a zero mean
unit normal probability density function A(0, 1).

this implies that the mean values of the respective local-
time fractions are given by (61 (1)) = (1 4+ ¢)~'cand (8y(t)) =
(1+c).

If the receptor estimates the concentration ¢ by reading out
and averaging the fraction of time the ligand is bound, 6,
over an interval of duration #, the precision of the estimate is
bounded from above by the variance of the local-time fraction
given by Eq. (52) and reads explicitly

1— e*k(l“rc‘)t
k(14 o) ]

og (t) = (71)

2c
1—
1+ c)3kz[

Typically one assumes that the measurement ¢ is longer than
any correlation time [28,30,83,84], which in the present set-
ting implies ¢ > 1/[k(1 4 ¢)], i.e., much longer than the
correlation time of two-state Markov switching noise, t. =
)‘1_] = 1/(k + kc) [30]. In this regime, the averaging noise
corresponds to shot noise such that the variance decreases
with the number of statistically independent receptor mea-
surements #, [28,30,83,84], where #, ~ /7. is the number of
statistically independent realizations of the two-state process.
Therefore, 0921 (t) o 1/#, = 1./t, according to the central-
limit theorem.

Based on the bound derived in Eq. (61), the shot-noise limit
is in fact an upper bound to fluctuations of receptor occupancy
at any duration of measurement, and it saturates only in the
limit # > 7.. Namely, a direct application of the bound (61)
indeed yields, using G;(1, 1) = P,(1|1)Px(1]1),

B= 2/ [G/A(1, 1) — G2(1, 1)]dr
0

_ 2/00 ;e_k(lﬁ-c)tdt — L, (72)
o (1+4c¢)? (1+c)k
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implying, according to Eq. (61),

2<% 1 _jnotm. (73)
OIS T (U4 #, > O

Therefore, for short and particularly finite measurements, the
shot-noise limit of fluctuations for long receptor read-out
[28,30,83,84] gives only an upper bound to the uncertainty
of the estimate, whereas the inequality becomes sharp at long
times.

Fundamental bounds on the precision of inferring ¢ from
01(t) can be found in [28]. Using the entire time trace of the
receptor occupancy x; (0 < t < ¢) instead of the occupation
time 6, (¢) alone, and employing a maximum-likelihood esti-
mate of the concentration c, the error of the resulting estimate
(i.e., its variance) is found to be reduced further by a factor of
1/2[31,32]. A detailed discussion of the precision of inferring
kinetic parameters by means of nonlocal functionals can be
found in Ref. [37].

VI. CONCLUDING PERSPECTIVE

We developed a general spectral-theoretic approach to
time-average statistical mechanics, i.e., to the statistics of
bounded, local additive functionals of (normal) ergodic
stochastic processes with continuous and discrete state-
spaces. In particular, we have shown how to obtain exactly
the mean, variance, and correlations of time-average observ-
ables from the eigenspectrum of the underlying forward or
backward generator. We rederived the famous Feynman-Kac
formulas using It6 calculus and included a brief deriva-
tion for Markov-jump processes. We combined Feynman-Kac
formulas with non-Hermitian perturbation theory to derive
an exact spectral representation of the results. We demon-
strated explicitly, and quantitatively, the emergence of the
universal central-limit law in a spectral representation on
large-deviation timescales. For the special case of equilibrated
initial conditions and dynamics obeying detailed balance, we
derived a general upper bound on fluctuations of occupation
measures inferred from individual trajectories. We discussed
our theoretical results from a physical perspective and pro-
vided simple but instructive practical examples to demonstrate
how the theory is to be applied. Our work is applicable to con-
tinuous as well as discrete state-space processes, reversible as
well as irreversible, encompassing a wide and diverse range of
phenomena involving time-average observables and additive
functionals in physical, chemical, and biological systems as
well as financial mathematics and econophysics.
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APPENDIX A: THE PERTURBATIVE CALCULATION

We carry out all calculations with the spectrum of the
backward generator L'. Equivalent results can be derived us-
ing the forward generator instead. We carry out perturbative

calculations (34) up to second order to derive the results in
Eq. (37).

1. Terms of first order in u

Starting with a perturbation of the backward “kets” and
collecting terms of first order in Eq. (34), we find

—EYLY) + VILY) = AL + ALY (A1)
and multiply Eq. (A1) by (R;| from the left to obtain
—(RILT|L) + (RIVIL) = 280 + A(RiILY). (A2)
Therefore, if k = [ we find
M = (RilVILk) = Vik (A3)
while for k # [ we obtain
Vik
1\ _
(R1|Lk> - )‘Z — )J (A4)
and therefore
Vik
L) =2 It (AS)
I

1k "k

We now turn to the perturbation of L' acting on the bras
from the right and multiply the resulting first-order equation

by |L;) from the right to obtain
—(RY|LTIL)) + (RelVILy) = AL(RE|L)) + 2V8u.  (A6)

For k = [ we obtain the eigenvalue-corrections (A3) while for
k # [ we have

(A7)

Vi
R1=§ = _(R)].
<k| )\'IT(_)\'T<I|

Ik 1

2. Terms of second order in u

Collecting in Eq. (34) corrections of second order to the
kets we find, upon multiplying by (R;| from the left,

—(RIL|LF) + (R)IV|L;)

= 2280 + AV (RLY) + AR L), (A8)
yielding, for k = 1,
Y = RV |Ly). (A9)
because (R; |L,1) = 0 due to the Eq. (36) and thus
Vi Vi
W= RIVILY. (A10)

1#k "k T M
Conversely, if k # [ we obtain the second-order correction
VieVii Vi Vik

L?) = -
ot ; §<AZ —ADG] 4D (3 = A2

Ly).

(A11)
Collecting in Eq. (34) corrections of second order to the bras
we find, upon multiplying from the right by |L;),
— (RE|LTIL) + (Ry|V IL))

= ,\]((D(Skl + )L]<(1)<R11|Ll) + Az(R,%|Ll>. (A12)

043084-14



SPECTRAL THEORY OF FLUCTUATIONS IN ...

PHYSICAL REVIEW RESEARCH 2, 043084 (2020)

When k = [ we obtain Eq. (A10) while in the case when k # [
we find the second correction to the bra,

HEDY Z(AIT

Ik | ik

ViiVii _
— DO = 4D

Vi Vi
O — 22

(R,

(A13)
which completes the derivation of Eq. (37).
|

i ! i ’ el ! t/ i ’ 7! " o
<_|6(L7MV)l|pO) =1— M(—| / dt/eL(tft )VeLt |p0> + u2(_| / dt// dt//gL(tft )VeL(t —t )VeLt |p0> + 0(143)’
0 0 0

APPENDIX B: DERIVATION VIA THE DYSON SERIES

In a previous publication [59], we showed how to derive
equations for the moments of i, for stationary initial con-
ditions, po(x) = Pyy(x) [Egs. (52) and (54)], using a Dyson
series approach. Here we sketch how to obtain the moments of
Y, for generic initial conditions py(x). In contrast to Ref. [59],
we use the forward approach here and expand the tilted prop-
agator up to the second order in u,

B

assuming ¢ >t > t” > 0. Here we confirm that the Dyson series gives results identical to the perturbation calculation.

Mean, fluctuations, and correlations

We now derive (V,),

2(t) and Gy, (t) presented in Egs. (46)—(54) using the Dyson series. Note that this calculation does not

diagonalize the tilted generator FF—uwvx) [LT = uV(x), respectively]. Starting from Eq. (B1), we can carry out all integrations
analytically for arbitrary initial conditions po(x). To first order in u, we obtain

! 7 ’ et
_l(_|/ dt/eL(t—l‘ )VeLt |p0> —
0

where for po(x) =
To second order in u we find for an arbitrary po(x)

t l/ i i ’ " 7on
—2(_| / dt// dl//eL(t_t )VeL(t —t )VeLt |p0>
0 0

M EOHIC
0 [

IR (Ly [V |Ry) (Ly | po)e 10 ==4"

! ’ 1 Vk()
-1 / —Axt —Axt
dt —|V|Ri){L o=V + - — (L 1 —e™™), B2
fo §k (—IV IR} {Le|po)e o0 t%ixk( (lpo)(1— ™), (B2)
PinV(X) we have (Lk|170> = 61(0 1eading to <v)inv = Voo = PinV(X)~
t t
= / dr’ f dt"{=1 ) IR} (Lule™" OV Y IR Lile ™0V Y IR Lile ™ | po)
0 0 m k 1
(B3)

t t
=Y Vatialbilpo) [ e [ e
0 0
k 1

when k = [ = 0 only
0 we find

V020 /2 survives, while for k # 0 and [ =

Z VioVor (1= e M
tAk '

Conversely, when k = 0 and [ # 0 we end up with

1 Z YooVio ., polme™ (B5)
th; ’

>0
while for k = [ and k # 0 and [ # 0 we have

VioVi 1 —e ™
‘Z T <“’——e ) (B6)
tAk

k>0

(B4)

[
Finally, when k # [ # 0 we obtain

Vk()V[k 1 —e M 1 —e ™
L - .
A T i (-

k>0 10,1k M —
(B7)

The sum of these terms yields the sought-after result. The
corresponding result for stationary initial conditions, po(x) =
Py (x), is obtained using (L;|Pny) = 8;0, which leads to
Egs. (52) and (54). When considering correlations, we make
the replacement uV — V) + uyV5 and replace 37 — 97,

to compute the covariance. The formulas above thereby gen-
eralize in a straightforward manner.
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