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Motivation

• Many MD groups buy small compute 
clusters from a fixed budget


• How to optimally make use of that?


• We run mostly GROMACS MD, 
➔ tailor nodes for GROMACS, 
maximise cost-efficiency by specialisation


• queue is always full ➔ optimise for  
throughput / single-node performance 

• (scaling ➔ HPC centres) 

• Given a fixed budget, 
how can we produce as much MD trajectory as possible?



• 2014 - GROMACS 4.6


• recap: what were our conclusions in 2014/15?


• hardware & software developments and their impact 


• update

Outline
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The molecular dynamics simulation package GROMACS runs

efficiently on a wide variety of hardware from commodity work-

stations to high performance computing clusters. Hardware fea-

tures are well-exploited with a combination of single instruction

multiple data, multithreading, and message passing interface

(MPI)-based single program multiple data/multiple program

multiple data parallelism while graphics processing units (GPUs)

can be used as accelerators to compute interactions off-loaded

from the CPU. Here, we evaluate which hardware produces tra-

jectories with GROMACS 4.6 or 5.0 in the most economical way.

We have assembled and benchmarked compute nodes with var-

ious CPU/GPU combinations to identify optimal compositions in

terms of raw trajectory production rate, performance-to-price

ratio, energy efficiency, and several other criteria. Although

hardware prices are naturally subject to trends and fluctuations,

general tendencies are clearly visible. Adding any type of GPU

significantly boosts a node’s simulation performance. For inex-

pensive consumer-class GPUs this improvement equally reflects

in the performance-to-price ratio. Although memory issues in

consumer-class GPUs could pass unnoticed as these cards do

not support error checking and correction memory, unreliable

GPUs can be sorted out with memory checking tools. Apart

from the obvious determinants for cost-efficiency like hardware

expenses and raw performance, the energy consumption of a

node is a major cost factor. Over the typical hardware lifetime

until replacement of a few years, the costs for electrical power

and cooling can become larger than the costs of the hardware

itself. Taking that into account, nodes with a well-balanced ratio

of CPU and consumer-class GPU resources produce the maxi-

mum amount of GROMACS trajectory over their lifetime. VC 2015

The Authors. Journal of Computational Chemistry Published by

Wiley Periodicals, Inc.

DOI: 10.1002/jcc.24030

Introduction

Many research groups in the field of molecular dynamics (MD)

simulation and also computing centers need to make deci-

sions on how to setup their compute clusters for running the

MD codes. A rich variety of MD simulation codes is available,

among them CHARMM,[1] Amber,[2] Desmond,[3] LAMMPS,[4]

ACEMD,[5] NAMD,[6] and GROMACS.[7,8] Here, we focus on GRO-

MACS, which is among the fastest ones, and provide a com-

prehensive test intended to identify optimal hardware in terms

of MD trajectory production per investment.

One of the main benefits of GROMACS is its bottom-up per-

formance-oriented design aimed at highly efficient use of the

underlying hardware. Hand-tuned compute kernels allow utilizing

the single instruction multiple data (SIMD) vector units of most

consumer and high performance computing (HPC) processor plat-

forms while OpenMP multithreading and GROMACS’ built-in

thread- message passing interface (MPI) library together with non-

uniform memory access (NUMA)-aware optimizations allow for

efficient intranode parallelism. Using a neutral-territory domain-

decomposition (DD) implemented with MPI, a simulation can be

distributed across multiple nodes of a cluster. Beginning with ver-

sion 4.6, the compute-intensive calculation of short-range non-

bonded forces can be off-loaded to graphics processing unit

(GPUs), while the CPU concurrently computes all remaining forces

such as long-range electrostatics, bonds, so forth, and updates the

particle positions.[9] Additionally, through multiple program multi-

ple data (MPMD) task-decomposition the long-range electrostatics

calculation can be off-loaded to a separate set of MPI ranks for bet-

ter parallel performance. This multilevel heterogeneous paralleliza-

tion has been shown to achieve strong scaling to as little as 100

particles per core, at the same time reaching high absolute appli-

cation performance on a wide range of homogeneous and hetero-

geneous hardware platforms.[10,11]

A lot of effort has been invested over the years in software

optimization, resulting in GROMACS being one of the fastest

MD software engines available today.[7,12] GROMACS runs on a

wide range of hardware, but some node configurations pro-

duce trajectories more economically than others. In this study,

we ask: What is the “optimal” hardware to run GROMACS on

and how can optimal performance be obtained?
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We identify hardware that is optimal to produce molecular
dynamics (MD) trajectories on Linux compute clusters with
the GROMACS 2018 simulation package. Therefore, we
benchmark the GROMACS performance on a diverse set of
compute nodes and relate it to the costs of the nodes, which
may include their lifetime costs for energy and cooling. In
agreement with our earlier investigation using GROMACS 4.6
on hardware of 2014, the performance to price ratio of con-
sumer GPU nodes is considerably higher than that of CPU
nodes. However, with GROMACS 2018, the optimal CPU to

GPU processing power balance has shifted even more toward
the GPU. Hence, nodes optimized for GROMACS 2018 and
later versions enable a significantly higher performance to
price ratio than nodes optimized for older GROMACS ver-
sions. Moreover, the shift toward GPU processing allows to
cheaply upgrade old nodes with recent GPUs, yielding essen-
tially the same performance as comparable brand-new hard-
ware. © 2019 Wiley Periodicals, Inc.

DOI: 10.1002/jcc.26011

Introduction

Molecular dynamics (MD) simulation is a well-established compu-
tational tool to investigate and understand biomolecular function
in atomic detail from a physics perspective. A simulation system
of a solvated molecule can comprise thousands to millions of
atoms, depending on whether it is a small protein or a large com-
plex like a ribosome[1] or a viral shell.[2] To derive the time evolu-
tion of atomic movements on biologically relevant time scales,
millions of time steps need to be computed. For statistically signif-
icant results, this process is usually repeated many times with
varying starting conditions. Consequently, the investigation of a
single biomolecular system can easily occupy a number of mod-
ern compute nodes for weeks, whereas all simulation projects of a
typical research group performing MD calculations will keep a
medium-sized compute cluster running nonstop.

Whether the necessary cluster hardware is purchased by the
department that uses it or the services of a high performance
computing (HPC) center are used, eventually someone has to
decide on what to buy. This decision is not straightforward as
the available hardware is quite diverse. What node specifica-
tions should be used? Should they rather have many weak
compute cores or fewer strong ones? Are multisocket nodes
better than single-socket nodes? How many CPU cores are
needed per GPU and what GPU type is optimal? What about
memory and interconnect?

All-rounder cluster nodes designed for many diverse software
applications usually contain top-end CPUs, GPUs with high dou-
ble precision floating point performance, lots of memory, and
an expensive interconnect. The result of meeting all these needs
at once is a very low ratio of computation performance to node
price for each individual application. Our approach is completely
opposite: maximized cost-efficiency by specialization. We focus on
a particular application, namely MD, and look for hardware that

yields the highest simulation throughput for a fixed budget, mea-
sured in total length of produced trajectory over its lifetime.

The set of available MD codes for biomolecular simulations is
diverse and includes, among others, ACEMD,[3] Amber,[4] CHARMM,[5]

Desmond,[6] LAMMPS,[7] NAMD,[8] OpenMM,[9] and GROMACS.[10] We
use GROMACS, because it is one of the fastest MD engines available,
widely-used, and freely available.

Our basic question is: Given a fixed budget, how can we pro-
duce as much MD trajectory as possible? Accordingly, we mea-
sure simulation performances for representative biomolecular
MD systems and determine the corresponding total hardware
price. We do not aim at a comprehensive evaluation of cur-
rently available hardware, we merely aim at uncovering hard-
ware that has an exceptional performance to price (P/P) ratio,
which is the efficiency metric used in this study, for version
2018 of the GROMACS MD code.

As our study prioritizes the efficiency and total throughput of
generating trajectories (assuming plenty of concurrent simula-
tions), we do not consider use-cases where generating an indi-
vidual trajectory as fast as possible is preferred. Whereas the
latter can be important, for example, in exploratory studies,
faster simulations require strong scaling, which always comes at
a cost due to the inherent trade-off between simulation rate and
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Approach
• from ~10 CPU types + ~10 GPU models we 

assemble and benchmark various compute nodes

• CPU nodes

• GPU nodes with 1, 2, 3, and 4 GPUs

• consumer and professional GPUs


• determine performance-to-price (P/P) ratio  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• consumer and professional GPUs


• determine performance-to-price (P/P) ratio  

• no comprehensive evaluation of currently available 
hardware!

• but aim to uncover HW with good P/P ratio


• no strong scaling! 

• benchmark MD systems:

80k atom MEM 
benchmark 

channel in membrane + 
water + ions, PME, 2 fs 

time step

2M atoms RIB 
benchmark 
ribosome in solution, 
PME, 4 fs time step
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1. high performance-to-price (P/P) ratio


2. low energy consumption


3. low rack space requirements 
packing density at least 1 GPU per U


4. reasonably high performance of a single simulation 
➔ one simulation per GPU on GPU nodes,  
one simulation per node on CPU nodes

im
po

rta
nc

e
What do we really want?

Hardware requirements:
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Hardware requirements:

best resembles how 
the cluster is actually 

used



Details for the hardware comparison benchmarks

• GROMACS 2018 

• GCC 6.4 + CUDA 9.1

• GCC 5.4 + CUDA 8.0  

(~2.5% slower, taken into account) 

• AVX2_128 SIMD for AMD CPUs

• AVX2_256 SIMD for recent Intel CPUs


• (AVX_256 SIMD for old Intel CPUs) 

• OpenMP enabled


• Nodes with 2, 3, or 4 GPUs:

• using Intel MPI 2017


• Nodes booted from a common 
software image (Scientific Linux 7.4)



Details for the hardware comparison benchmarks

• GROMACS 2018 

• GCC 6.4 + CUDA 9.1

• GCC 5.4 + CUDA 8.0  

(~2.5% slower, taken into account) 

• AVX2_128 SIMD for AMD CPUs

• AVX2_256 SIMD for recent Intel CPUs


• (AVX_256 SIMD for old Intel CPUs) 

• OpenMP enabled


• Nodes with 2, 3, or 4 GPUs:

• using Intel MPI 2017


• Nodes booted from a common 
software image (Scientific Linux 7.4)

• benchmarks

• average of two runs

• MEM: 20,000 steps, average over last 

5,000

• RIB: run for 10,000 steps, average 

over last 2,000


• on multi-GPU nodes, benchmarks use 1 
simulation per GPU (via -multidir), 

• reported node performance (ns/d) is 

sum of the performances of the 
individual simulations  
(“aggregate” performance)



2014: First Comprehensive Hardware Evaluation

C Kutzner, S Páll, M Fechner, A Esztermann, BL de Groot, H Grubmüller. 

Best bang for your buck: GPU nodes for GROMACS biomolecular simulations. 

JCC 36 (26), pp. 1990 - 2008 (2015)

• Main 2014 result:  
 
⦁	nodes with GeForce consumer 
GPUs  
 
produce 2–3x as much MD trajectory 
per invested € as 
  
⦁	CPU nodes

MEM



Hardware Developments Since 2014
• FLOP-based GPU processing power x3!
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single precision GPU TFLOPS
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Hardware Developments Since 2014
• FLOP-based GPU processing power x3!


• + microarchitectural improvements: up to  
6x performance increase in GPU kernels


• CPU performance: only modest gains


• professional Tesla GPUs compete with 
consumer GPUs in terms of performance, 
but are lagging far behind in terms of P/P

performance performance / price ratio

2014

2016

2018

8000 €

640 €

single precision GPU TFLOPS
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Software Developments
serial since version 4.6 since version 2018

enables higher 
P/P ratios with 
cheap GPUs
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optimal hardware 

balance significantly 
towards GPU side



GROMACS performance evolution on GPU nodes
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• most pronounced increase in performance with PME offloading 
(given a strong enough GPU)
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Performance as a function of CPU cores per GPU

2 x 8 core 
E5-2620v4  
@ 2.1 GHz

2 x 6 core 
E5-2620v3 
@ 2.4 GHz

with PME offloading, far 
less (4–6) cores are needed 

to reach >80% peak 
simulation performance

10-15 „core-GHz“ suffice 
with a mid- to high-end GPU
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Performance as a function of CPU cores per GPU

2 x 8 core 
E5-2620v4  
@ 2.1 GHz

2 x 6 core 
E5-2620v3 
@ 2.4 GHz

more CPU cores

stronger GPU

2nd GPU
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cost of 1 Tesla V100 GPU

8000 €
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5x

7x4x

3x

3.5–4.5x 4–6x

P/P ratio of consumer GPU nodes w.r.t. CPU nodes



GPUCPU
MEM

RIB

Best P/P ratios: 
  

10 core E5-2630v4 or  
16 core Ryzen 1950x  

 
with 2-4 RTX 2080 GPUs

And 4 core E3-1240v6  
with 2080



The Gap Widens With GROMACS 2018

C Kutzner, S Páll, M Fechner, A Esztermann, BL de Groot, H Grubmüller.  
More bang for your buck: Improved use of GPU nodes for GROMACS 2018.  
JCC 40 (27), pp. 2418-2431 (2019)

3–6 x with 
GROMACS 2018

3–7 x with 
GROMACS 2018

• Main 2014 result:  
 
⦁	nodes with GeForce 
consumer GPUs  
 
produce 2–3x as much MD 
trajectory per invested € as 
  
⦁	CPU nodes

MEM



Free Lunch!  GPU Upgrades

• shift CPU ➔ GPU allows to 
upgrade old nodes with recent 
GPUs! 

• e.g. E3-1270v2 CPU  
(4 cores @3.5 GHz)  
+        GTX  680 (27 ns/d) 
+ (⦁) RTX 2080 (92 ns/d)  ➔ 3.4x 
perf!

4 core E3-1270v2 
RTX 2080



Free Lunch!  GPU Upgrades

• shift CPU ➔ GPU allows to 
upgrade old nodes with recent 
GPUs! 

• e.g. E3-1270v2 CPU  
(4 cores @3.5 GHz)  
+        GTX  680 (27 ns/d) 
+ (⦁) RTX 2080 (92 ns/d)  ➔ 3.4x 
perf!

4 core E3-1270v2 
2080

2x10 core E5-2670v2 
2x 1080Ti or 

2x 2080

2x10 core E5-2680v2 
4x 1080Ti or 

4x 2080
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Energy Efficiency

Add energy costs to the bill 
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Add energy costs to the bill 
Node costs taking into account energy + cooling (0.2 EUR / kWh) RIB

4 c

10 c

24 c

17 ns/d

9.5 ns/d

2.3 ns/d

8.6 ns/d

5.0 ns/d

3.5 ns/d



for 5 years of operation

energy
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Total trajectory costs hardware+energy



energy
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Total trajectory costs hardware+energy

no GPUs

no GPUs

no GPUs

no GPUs

for 5 years of operation



energy
hardware

Total trajectory costs hardware+energy

× 0.6

× 0.6

× 0.6

× 0.3

× 0.3
× 0.4

for 5 years of operation



energy
hardware

GPU 
upgrade

Total trajectory costs hardware+energy
for 5 years of operation



Conclusions
Buying new nodes: 

• Consumer GPU nodes have a much higher performance-to-price ratio than CPU nodes


• raw node price:      2–3 x  for GROMACS 4.6, and 3–7 x  for GROMACS 2018 


• + energy costs:          2 x  for GROMACS 4.6, and     3 x  for GROMACS 2018




Conclusions
Buying new nodes: 

• Consumer GPU nodes have a much higher performance-to-price ratio than CPU nodes


• raw node price:      2–3 x  for GROMACS 4.6, and 3–7 x  for GROMACS 2018 


• + energy costs:          2 x  for GROMACS 4.6, and     3 x  for GROMACS 2018


 
Recycle old nodes if you can! As a result of CPU ➔ GPU work shifting (PME on GPU)


• upgrading the GPU yields large performance increase, whereas


• exchanging the rest of a node (CPU, ..) can be a waste of money 



Conclusions
Buying new nodes: 

• Consumer GPU nodes have a much higher performance-to-price ratio than CPU nodes


• raw node price:      2–3 x  for GROMACS 4.6, and 3–7 x  for GROMACS 2018 


• + energy costs:          2 x  for GROMACS 4.6, and     3 x  for GROMACS 2018


 
Recycle old nodes if you can! As a result of CPU ➔ GPU work shifting (PME on GPU)


• upgrading the GPU yields large performance increase, whereas


• exchanging the rest of a node (CPU, ..) can be a waste of money 

• optimal hardware balance: ~15 core-GHz per 2080 GPU 



Conclusions
Buying new nodes: 

• Consumer GPU nodes have a much higher performance-to-price ratio than CPU nodes


• raw node price:      2–3 x  for GROMACS 4.6, and 3–7 x  for GROMACS 2018 


• + energy costs:          2 x  for GROMACS 4.6, and     3 x  for GROMACS 2018


 
Recycle old nodes if you can! As a result of CPU ➔ GPU work shifting (PME on GPU)


• upgrading the GPU yields large performance increase, whereas


• exchanging the rest of a node (CPU, ..) can be a waste of money 

• optimal hardware balance: ~15 core-GHz per 2080 GPU 

• results transfer to GROMACS 2019 as well


• bonded interactions ➔ CUDA GPU


• PME offload with OpenCL ➔ AMD GPUs



Additional Material
• want to compare your own hardware and contribute to benchmarking? 

https://www.mpibpc.mpg.de/grubmueller/bench has various benchmark .tprs for download  
(CC licensed) 

• Related publications:


• GROMACS 2018/2019:  
More Bang for Your Buck: Improved use of GPU Nodes for GROMACS 2018


• JCC https://onlinelibrary.wiley.com/doi/10.1002/jcc.26011


• arXiv https://arxiv.org/abs/1903.05918


• Summary poster: https://www.mpibpc.mpg.de/grubmueller/kutzner/posters 

• GROMACS 4.6/5.0:  
Best bang for your buck: GPU nodes for GROMACS biomolecular simulations


• JCC https://onlinelibrary.wiley.com/doi/full/10.1002/jcc.24030


• arXiv https://arxiv.org/abs/1507.00898


https://www.mpibpc.mpg.de/grubmueller/bench
https://onlinelibrary.wiley.com/doi/10.1002/jcc.26011
https://arxiv.org/abs/1903.05918
https://www.mpibpc.mpg.de/grubmueller/kutzner/posters
https://onlinelibrary.wiley.com/doi/full/10.1002/jcc.24030
https://arxiv.org/abs/1507.00898
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Audience Q&A session
▪ Please use the Questions function 

in GoToWebinar application 

▪ Any other questions or points to 
discuss after the live webinar? Join 
the discussions at http://
ask.bioexcel.eu.
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Enhanced molecular simulations with PLUMED


