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We present general results on fluctuations and spatial correlations of the empirical density and
current of Markovian diffusion in an equilibrium or non-equilibrium steady state on all time scales.
We unravel a deep connection between the kinematics of empirical current and “dual-reversal”
symmetry. We highlight the essential rôle of coarse-graining in space – the fluctuations of empirical
density and current defined in a point are insensitive to non-conservative forces, and are proven
to diverge on all time scales in dimensions higher than one, implying non-Gaussian statistics. A
spatial coarse-graining is required to uncover salient features of currents due to non-conservative
forces. We apply the results to minimal two-dimensional examples of irreversible diffusion. Our
findings provide a deeper understanding of time-averaged observables and may allow for a more
reliable analysis of single-molecule and particle-tracking experiments.

A non-vanishing probability current [1–17] and entropy
production [18–27] are hallmarks of non-equilibrium,
manifested as transients during relaxation [25–31] or in
non-equilibrium steady states [4–6, 32–34]. Genuinely ir-
reversible, detailed balance violating dynamics emerge in
the presence of non-conservative forces (e.g. shear or ro-
tational flow) [35–38] or active driving in living matter
fueled by ATP-hydrolysis [16, 39–46]. Such systems are
typically small and “soft”, and thus subject to large ther-
mal fluctuations. Single-molecule experiments [45–49]
probe non-equilibrium processes on the level of individ-
ual finite trajectories that are typically analyzed within
the framework of “time-average statistical mechanics”
[50, 51] – by averaging along individual realizations yield-
ing random quantities with nontrivial statistics.

Time-average statistical mechanics focuses on func-
tionals of a trajectory (xτ )0≤τ≤t, in particular the em-
pirical density (or occupation time [52–60]) ρ(x, t) and
current J(x, t) at a point x. In laboratory [16, 45] or
computer [17] experiments with a finite spatial resolution
the empirical density and current are necessarily defined
as a spatial average over a window Ux(x′) centered at x,

ρU (x, t) =
1

t

∫ t

0

Ux(xτ )dτ

JU (x, t) =
1

t

∫ τ=t

τ=0

Ux(xτ ) ◦ dxτ , (1)

where ◦ dxτ denotes the Stratonovich integral. These
rigorously defined observables are illustrated in Fig. 1.
Moreover, ρ(x, t) and J(x, t) (see e.g. [4, 7, 61–68]) cor-
respond to Ux(z) = δ(x − z) where δ(z) is Dirac’s delta
function [69]. If we consider normalized windows Ux [70]

then ρU (x, t) and JU (x, t) are estimators of the probabil-
ity density and current density, respectively. Conversely,

for non-normalized windows [70] ρU (x, t) and JU (x, t)
correspond to estimators of the respective probabilities.

Reliably inferring from experiments whether a noisy
system obeys detailed balance, notwithstanding recent
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FIG. 1. (a) Schematic of a trajectory traversing an observa-
tion window U0 (black square) with time running from dark
to bright. Arrows denote contributions, δxsi = (δxsi , δy

s
i ), i.e.

individual sojourns in U0 beginning at time τ−i and ending

at τ+
i (see Eqs. (4)); (b) Corresponding t ρU (0, t) and com-

ponents of tJU (0, t) from Eq. (1) as functions of t.

progress [16–18, 44–46, 71–73], remains challenging.
Quantifying violations of detailed balance is a particu-
larly daunting task. One can quantify broken detailed
balance through violations of the fluctuation dissipation
theorem [33, 74, 75], which requires perturbing the sys-
tem from the steady state. Alternatively one can check
for a symmetry breaking of forward/backward transition-
path times [71, 72], or directly measure the entropy pro-
duction [18, 20, 21, 73] which both require substantial
statistics. Most straightforward seems to be the infer-
ence of steady-state probability currents [16, 45].

However, single-molecule experiments often cannot
reach ergodic times and only allow for a limited number
of repetitions. This leads to large uncertainties in the
estimates of observables such as steady-state currents.
Moreover, current fluctuations have a noise floor – they
are bounded from below by the “thermodynamic uncer-
tainty relation” [31, 34, 76, 77]. It is thus imperative
to understand and control fluctuations of time-averaged
observables [51].

Fluctuating currents in discrete-state jump dynamics
are well understood even on an intuitive level [1–3, 5–
8, 11–14, 78–84]. Less is known about the statistics of
currents in continuous space. There, with important ex-
ceptions [4, 9, 15, 85], our understanding is mostly lim-
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ited to hydrodynamic scales [1, 2, 10] and/or large devia-
tions [7, 61–68]. A comprehensive understanding of fluc-
tuations and spatial correlations of the empirical density
and current in continuous space at finite times remains
elusive. Moreover, the existing interpretation of large de-
viations of the empirical current and density defined in a
point in physical dimensions higher than one apparently
requires a revision (see below).

Here, we address fluctuations and spatial correlations
of the empirical density and current in overdamped dif-
fusive steady-state systems and reveal a striking rôle of
coarse graining in space. When defined in a point the
fluctuations are proven to diverge in physical dimensions
larger than one, thus implying non-Gaussian statistics.
We explain why a systematic variation of the observa-
tion window provides deeper insight about the underlying
dynamics. Exploiting a dual-reversal symmetry we pro-
vide intuition and a deeper understanding of fluctuating
currents along individual trajectories. We highlight char-
acteristic differences between reversible and irreversible
systems at finite times, which may be used to reliably
quantify violations of detailed balance from short mea-
surements. Our results may allow for a more efficient
analysis and interpretation of finite, sub-ergodic single-
molecule and particle-tracking experiments.

Fundamentals.— We consider time-homogeneous over-
damped Langevin dynamics in d-dimensional space [86,
87] described by the Itô stochastic differential equation
dxτ = F(xτ )dτ +σdWτ , where dWτ is the increment of
a d-dimensional Wiener processes (i.e. white noise) with
zero mean and covariance 〈dWτ,idWτ ′,j〉 = δ(τ−τ ′)δijdt.
The Itô equation corresponds to the Fokker-Planck equa-
tion for the conditional probability density function,

which in divergence form reads (∂t+∇x · ĵx)G(x, t|y) = 0
with initial condition G(x, 0|y) = δ(x−y), where we have

introduced the current operator ĵx ≡ F(x) −D∇x with
the positive definite diffusion matrix D = σσT /2.

We assume the drift field F(x) to be sufficiently smooth
and confining to assure ergodicity, i.e. the existence of an
invariant measure with density G(x, t → ∞|y) = Ps(x)
and, if detailed balance is violated, a steady-state prob-

ability current js(x) ≡ ĵxPs(x) 6= 0 [86, 87]. This allows
decomposing the drift into orthogonal conservative and
incompressible components, i.e. F(x) = D{∇xlnPs(x)}+
Ps(x)−1js(x) [26, 88], implying that ĵx decomposes as

ĵx =P−1
s (x)js(x)−Ps(x)D∇xP

−1
s (x)≡ ĵs(x)+ĵg(x), (2)

and obviously ĵg(x)Ps(x) = 0. In the examples we will
consider a two-dimensional shear flow Fsh(x) = 2xŷ in
a box with periodic boundaries (see Fig. 2a-d), and ro-
tational flow in harmonic confinement, Frot(x) = −Θx
with Θii = r > 0 and Θ21 = −Θ12 = Ω (see Figs. 2(e-h)
and 3); for simplicity we will set D to be a unit matrix.

For all translation-invariant window functions
Ux(x′) = U0(x′ − x) the time-accumulated density,

tρU (x, t), and current, tJU (x, t) (see Eq. (1)), are shown

to obey (see proof in Supplementary Material [89])

∂t[tρU (x, t)] = −∇x · tJU (x, t), (3)

which generalizes the notion of the continuity equation
to individual trajectories with arbitrary initial and end
points. Taking Ux to be the indicator function of a re-
gion with volume hd centered at x [69] is particularly en-
lightening. Namely, by letting the times of entering and

exiting said window be τ−i and τ+
i , respectively, t ρU (x, t)

is the sum of sojourn times, τsi = τ+
i − τ

−
i , and tJU (x, t)

the sum of vectors δxsi between corresponding entrance
xτ−i

and exit xτ+
i

points, that is,

tρU (x, t) =
1

hd

∑
i≤Nt

(τ+
i − τ

−
i ) ≡ 1

hd

∑
i≤Nt

τsi

tJU (x, t) =
1

hd

∑
i≤Nt

(xτ+
i
− xτ−i

) ≡ 1

hd

∑
i≤Nt

δxsi , (4)

Nt being the number of visits of the window [90], and x0

or xt may lie within Ux which we set xτ−1
= x0 and/or

xτ+
Nt

≡ xt. As a result of correlations between xτ−i
and

τsi as well as xτ+
i

and xτ−i+1
, tρU and tJU are in general

not renewal processes. A realization of xτ shown in Fig. 1
provides intuition about Eqs. (4).

We throughout assume that trajectories evolve from
the steady state Ps(x) such that single-point averages are

time-independent, i.e. 〈ρU (x, t)〉s =
∫
dzUx(z)Ps(z) and

〈JU (x, t)〉s =
∫
dzUx(z)js(z), where 〈·〉s denotes the aver-

age over all paths xτ propagating from Ps(x) (see [89] and
[4, 9, 17, 66]). That is, 〈ρU (x, t)〉s is an estimator of the
steady-state probability density coarse grained over Ux,

and 〈JU (x, t)〉s of the coarse-grained steady-state cur-
rent, which vanishes under detailed balance (i.e. when
js(x) = 0). The limit to a point Ux(z) → δ(x − z) [69]
yields 〈ρ(x, t)〉s = Ps(x) and 〈J(x, t)〉s = js(x), respec-
tively, in agreement with existing literature [4, 7, 9, 64–
68]. However, stark differences between finite windows
and points appear when we consider fluctuations.

Fluctuations and correlations.— Having assumed er-

godic dynamics we have limt→∞ ρU (x, t) = 〈ρU (x)〉s and

limt→∞ JU (x, t) = 〈JU (x)〉s [87, 91]. However, at fi-
nite times both display large, non-trivial fluctuations.
Whereas the mean current vanishes in equilibrium sys-

tems, i.e. 〈JU (x)〉s = 0 under detailed balance, current
fluctuations do not. Thus, it is a priori not possible to
reliably infer from a limited number of finite, sub-ergodic
trajectories whether detailed balance is broken. However,
a systematic analysis of fluctuations and spatial correla-
tions uncovers qualitative differences between reversible
and irreversible dynamics, and establishes a connection
with time reversal.

We define the covariance between time-averaged ob-
servables evolving from the steady state as

Cxy
AB(t) ≡ 〈A(x, t)B(y, t)〉s − 〈A(x)〉s〈B(y)〉s , (5)
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FIG. 2. (a) Shear flow Fs(x
′) (yellow arrows) and its reflection −Fs(x

′) (white arrows); the full line is the average path
between two points (see b), yellow and white symbols are average paths in the time-reversed (see c) and dual-reversed (see d)
ensemble, respectively; thick arrows show the corresponding currents. (b) Forward, (c) time-reversed, and (d) dual-reversed
path ensemble (time runs from dark to bright); the thick line in (b-d) is the average path, arrows depict the (b) initial- and
(c-d) final-point current. Dual-reversal symmetry renders the mean paths in (b) and (d) equal (see [89]). (e) Trajectory (black
line) in rotational flow, Frot(x

′), with r = 1,Ω = 3; arrows depict js(x
′). (f-g) Single-point x = y and (h) two-point time-

accumulated correlation tCxy
Jρ at t = 0.2 and t = 5 (inset) (black arrow), with final-point Cfi ≡ Îtxy [̂jzPz′(z, t

′) − js(z)Ps(z
′)]

(orange) and initial-point Cin = C†fi (green) contribution, Cxy
Jρ = Cin + Cfi; C†fi (defined in the text) and Cfi(js → −js) (gray)

are the dual- and current-reversed final-point contribution, respectively. Full lines are the mean trajectory [µ] ≡ 〈xτ≥0〉x0=x

(orange) and its current-reverse [µjs→−js ] (gray). Ux,y (shaded circles) is a Gaussian at x,y with width h.

where A and B are either ρU or JU , respectively, and we
used the fact that single-point steady-state averages are
time-independent. We refer to the case A 6= B or x 6= y
as (linear) correlations and to A = B with x = y as “fluc-
tuations” with the convention Cxx

AA(t) → varxA(t). Using
Itô calculus we derive in [89] a Feynman-Kac equation for

the generating function of the joint density of ρU and JU

where from we determine Cxy
AB(t). We introduce the two-

time steady-state joint density Py(x, t) ≡ G(x, t|y)Ps(y)
as well as the integral operator

Îtxy[·] =
1

t

∫ t

0

dt′
(

1− t′

t

)∫
dz

∫
dz′Ux(z)Uy(z′)[·], (6)

which allow us to write the exact two-point correlation of
the empirical density in the form (see [89] and [51, 53])

Cxy
ρρ (t) = Îtxy[Pz′(z, t

′) + Pz(z′, t′)− 2Ps(z)Ps(z
′)]. (7)

Under detailed balance Pz(z′, t) = Pz′(z, t) and Eq. (7)

reduces to Cxy
ρρ (t) = 2Îtxy[Pz′(z, t

′)− Ps(z)Ps(z
′)].

To carry out the analysis of JU we exploit a dual re-
versal invariance for systems arbitrarily far from equilib-

rium, and relate correlations of ρU and JU to initial- and
final-point probability currents along steady state paths.

Consider the dynamics between fixed points x→ y in
fixed time t (see Fig. 2a-d). We define the initial- and
final-point currents at x and y, respectively, as

jyin(x, t)dt ≡ 〈δ(y − xt)δ(x− x0) ◦ dx0〉s
jxfi(y, t)dt ≡ 〈δ(x− x0)δ(y − xt) ◦ dxt〉s, (8)

yielding (see [89]) jxfi(y, t) = ĵyPx(y, t). The analysis of

jyin(x, t) leads to dual dynamics x†t−τ [21, 92–96], i.e. time-
reversal with concurrent reflection of js(x). Dual-reversal
symmetry implies (see Fig. 2a-d and [89] for the proof)

Px(y, t) = P js→−js
y (x, t) =⇒ jyin(x, t) = ĵ†xPx(y, t), (9)

where P js→−js
y (x, t) ≡ 〈δ(y − x†0)δ(x − x†t)〉†s is the two-

time steady-state density in the dual ensemble 〈·〉†s , and

ĵ†x the corresponding dual-reversed current operator ĵ†x ≡
ĵs(x) − ĵg(x). Under detailed balance (i.e. js(x) = 0)
P js→−js
y (x, t) = Py(x, t) = Px(y, t). This allows inter-

preting our first main result (see proof in [89])

Cxy
Jρ(t)= Îtxy [̂jzPz′(z, t

′)+ĵ†zPz(z′, t′)−2js(z)Ps(z
′)], (10)

as a vector with initial- and final-point contrbutions,

Cxy
Jρ = Cin + Cfi, where Cin ≡ Îtxy [̂j†zPz(z′, t′) −

js(z)Ps(z
′)] (see Fig. 2e-h). In detailed balance Cxy

Jρ (t) =

0 since js(x) = 0 and thus ĵ†z = −ĵz. A non-zero Cxy
Jρ (t)

at any time t (see example in Fig. 2f-h) is thus a conclu-
sive signature of broken detailed balance.

For x = y and small windows where 〈JU (x)〉s ≈ js(x),

Cin corresponds to the dual-reversed Cfi, i.e. Cin = C†fi ≡
Cfi(z ↔ z′, ĵ → ĵ†), geometrically implying that Cxx

Jρ

points along js(x) (see Fig. 2f-g). For small t or very small
windows (see small-window limit below), Cfi points along
F(x) that is tangent to the mean trajectory [µ] at x (see
Fig. 2f). Conversely, the two-point correlation Cxy

Jρ need
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FIG. 3. t varxJ as a function of the radius |x| in Frot(x
′) (see

Fig. 2e) upon increasing Ω for Gaussian Ux with width h
at (a) t = 0.2 and (b) t = 1; lines depict Eq. (11) and
symbols Brownian dynamics simulations (see [89]). (c) t varxJ
(Eq. (11)) at t = 1 for Ω = 10 (full lines) and equilibrium,
Ω = 0 (dashed lines), for various h decreasing along the arrow.
Inset: divergence of varxJ as h → 0 at |x| = 1; the dashed
line depicts Eq. (13). Note the logarithmic scales. (d) varxJ
as a function of t for strong driving Ω = 50; Inset: (d) on
logarithmic scales alongside the large deviation scaling ∝ t−1.

not to point along js(x) (Fig. 2h). In fact, its direction
changes over time (see inset of Fig. 2h).

We now address fluctuations and two-point correla-
tions of the empirical current that are characterized by
the d × d covariance matrix with elements (Cxy

JJ(t))ik =
Cxy

JiJk
(t). We focus on the scalar case Cxy

J·J(t) ≡ TrCxy
JJ(t),

which can be written as (see proof in [89])

Cxy
J·J(t) =

2 TrD

t

∫
dzUx(z)Uy(z)Ps(z) + (11)

Îtxy [̂jz · ĵ†z′Pz′(z, t
′) + ĵz′ · ĵ†zPz(z′, t′)− 2js(z) · js(z′)].

At equilibrium the second term in Eq. (11) reduces to

−2Îtxy [̂jg(z) · ĵg(z′)Pz′(z, t
′)], which does not vanish al-

though 〈JU (x)〉s = 0. Eq. (11) relates the (co)variance of

JU (x, t) to initial- and final-point currents, and is our sec-
ond main result. Notably, when js 6= 0, varxJ(t) ≡ Cxx

J·J(t)
may display maxima where Ps(x) has none (see Fig. 3(a-
c)), and an oscillatory time-dependence due to circulating
currents (see Fig. 3d), both signaling non-equilibrium.

Small windows and large deviations.— Because Marko-
vian diffusion in dimensions d ≥ 2 hits a point with
zero probability we expect qualitative differences between

fluctuations of ρU (x, t) and JU (x, t) defined in a finite
window and that defined in a point. Indeed, in the limit
of small windows with a width h the variance and covari-

ance of ρU and JU behave as

varxρ(t)
h→0' K

D̃t
Ps(x)

{
h2−d

d−2 for d > 2

− lnh for d = 2
, (12)

where ' denotes asymptotic equality. Moreover, we
have Cxx

Jρ (t) ' js(x)varxρ(t)/2Ps(x) with contributions

Cin(t) ' [2js(x)/Ps(x) − F(x)]varxρ(t)/4 and Cfi(t) '
F(x)varxρ(t)/4. The variance of JU obeys

varxJ(t)
h→0
= K ′

2D̃′

t
Ps(x)(d− 1)h−d+O(t−1)O(h1−d),

(13)

with D̃, D̃′ ∈ [λmin, λmax] bounded by the eigenvalues
of D, and K,K ′ are constants depending on the spe-
cific normalized window Uz (see [89]). Moreover, taking
Ux(z) → δ(x − z) as in [7, 51, 61–68] we find for d ≥ 2
that varxρ,J(t),Cxx

Jρ (t) diverge for all t (see example in

Fig. 3c). Notably, the two limits h → 0 and t → ∞ do
not commute. This has important consequences for large
deviations, i.e. the statistics on ergodic time-scales.

The large deviation principle [61, 66, 91] characterizes
fluctuations around a typical (and concurrently mean)
value of observables whose probability density is assumed
to depend exponentially on time, i.e. limt→∞t

−1ln p(At =

a) = −I(a), where At is here ρU (x, t) or JU (x, t), and
I(a) ≥ 0 is the “rate function”. For non-zero h or in
d = 1, I(a) is a parabola at 〈At〉 with coefficient 1/2σ2

A,

where σ2
A is obtained by replacing Îtxx in Eq. (6) with∫∞

0
dt′
∫
dz
∫
dz′Ux(z)Ux(z′) (see Fig. S2 in [89]).

The divergence of varxρ,J defined in a point (i.e. h = 0)
in dimensions d ≥ 2 implies non-Gaussian large devia-
tions [97] and, since 〈At〉 is finite, the existence of power-
law tails [97] with an exponent α ≤ 3. Thus, if at long
times p(At = a) is exponential in t, I(a) ∝ α ln(a) for
large a, while I(a) = 0 or I(a) = ∞ if it is sub- or
super-exponential, respectively [61]. In any case I(a) is
not strictly convex and the Gärtner-Ellis theorem [61, 66]
must not be applied to determine I(a) for d ≥ 2 when
Ux(z) = δ(x − z). However, using instead a Dirac mea-
sure Ux(z) = δx(z) – the indicator function of a point –
yields an estimator for the probability in a point (which
is a.s. zero), and one may use the Gärtner-Ellis theorem
to prove a large deviation principle for measures [98].

Notably, for small windows Eqs. (S75-13) imply that
fluctuations (unlike correlations) carry no information
about steady-state currents js(x) and thus violations of
detailed balance. In this limit fluctuations reflect only
Brownian, thermal currents (see [89]) that are invariant
with respect to js(x) – systems with equal Ps(x) and D
display the same fluctuations (see Fig. 3c). Only interme-
diate windows Ux reveal spatial features of steady-state
currents (see Fig. 3c), which invites further analysis.

Conclusion.— We derived general results on fluctua-
tions and spatial correlations of empirical density and
current in continuous-space steady states at all times,
which revealed striking effects of spatial coarse-graining.
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The fluctuations defined in a point were shown to carry
no information about the non-conservative part of the
drift, and were found to diverge in dimensions higher
than one, which may be important when generalizing re-
sults derived for discrete or one-dimensional systems, e.g.
the thermodynamic uncertainty relation [5, 31, 34, 77,
83, 99], to multi-dimensional continuous space. A spa-
tial coarse-graining was shown to be required to uncover
salient features of currents due to non-conservative forces,
without inferring these individually [100–102]. We con-
nected the kinematics of empirical current to the “dual-
reversed” dynamics thus providing much desired intu-
ition, which may concurrently deepen our understand-

ing of the asymmetry in relaxation towards equilibrium
[27]. Non-vanishing correlations between empirical cur-
rent and density were shown to be a conclusive indi-
cator of broken detailed balance, and may further im-
prove the accuracy of inferring invariant densities [103].
Our results allow for generalizations to transients due to
non-stationary initial conditions or non-ergodic dynam-
ics, which will be addressed in forthcoming publications.
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[6] C. Maes and K. Netočný, EPL (Europhys. Lett.) 82,
30003 (2008).

[7] A. C. Barato and R. Chetrite, J. Stat. Phys. 160, 1154
(2015).

[8] M. Baiesi, C. Maes, and K. Netočný, J. Stat. Phys. 135,
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Supplementary Material for: Kinematics and Statistics of Empirical Currents in Continuous Space at
all Times

Cai Dieball and Aljaž Godec
Mathematical bioPhysics Group, Max Planck Institute for Biophysical Chemistry, 37077 Göttingen, Germany

In this Supplementary Material (SM) we present derivations and proofs of the results shown in the
Letter, namely of the continuity equation for individual trajectories, the properties of initial-point currents
and dual-reversed dynamics, results for the correlation functions and variance, as well as the bounds in the
limit of small window size. Moreover, we comment on the one-dimensional case where second moments of
empirical density and current are finite even for vanishing window size. In addition, we show details and
supplementary figures related to results of large deviation theory. Finally, we list all information that is
necessary to reproduce all simulations and analytical results shown in the figures presented the Letter.
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I. CONTINUITY EQUATION

We define the empirical density and current coarse-grained over a window Ux(x′) as Eq. (1) in the Letter as

ρU (x, t) ≡ 1

t

∫ t

0

Ux(xτ )dτ

JU (x, t) ≡ 1

t

∫ τ=t

τ=0

Ux(xτ ) ◦ dxτ . (S1)



2

Consider a translation-invariant window function, Ux(x′) = U0(x′ − x), e.g. a Gaussian or the indicator function of
any norm (U ∝ 1||x−y||≤h). Then −∇xUx(x′) = ∇x′Ux(x′) ≡ {∇Ux} (x′), yielding

−∇x

∫ τ=t

τ=0

Ux(xτ ) ◦ dxτ =

∫ τ=t

τ=0

{∇Ux} (xτ ) ◦ dxτ

= Ux(xt)− Ux(x0)

= ∂t

∫ t

0

Ux(xτ )dτ, (S2)

which proves the continuity equation, i.e. Eq. (3) in the Letter,

∂t

[
tρU (x, t)

]
= −∇x · tJU (x, t). (S3)

This is a continuity equation on the level of individual trajectories. For steady-state dynamics and normalized window
functions

∫
ddzUx(z) = 1, taking the mean 〈·〉s of this equation leads to a continuity equation for (coarse-grained)

probability densities. Conversely, for non-normalized window functions
∫

ddzUx(z) = Volume(Ux), the mean 〈·〉s of
Eq. (S3) can be interpreted as a continuity equation for probabilities.

Note that
∫ τ=t

τ=0
[{∇Ux} (xτ )] ◦ dxτ = Ux(xt) − Ux(x0) only holds for the Stratonovich integral and e.g. not for an

Itô integral. Therefore, the continuity equation requires currents to be defined via Stratonovich integration, which is

also required for the condition 〈JU (x, t)〉s = js(x) (see Eqs. (S7) and (S41) and [1]) on the mean empirical current,
and for consistency of time reversal [2].

II. DUAL-REVERSAL

A. Initial-point current from dual-reversal – direct proof

We consider the Itô Langevin equation

dxτ = F(xτ )dτ + σdWτ , (S4)

which on the level of a transition probability density function corresponds to the Fokker-Planck equation

(∂t +∇x · ĵx)G(x, t|y) = 0, (S5)

with initial condition G(x, 0|y) = δ(x−y) and current operator ĵx = F(x)−D∇x = js(x)Ps(x)−1−Ps(x)D∇xPs(x)−1,
with positive definite diffusion matrix D = σσT /2. We assume that F(x) is sufficiently confining such that the system
possesses a steady-state distribution Ps(x

′) and steady-state current js(x
′).

The necessity of looking at dual-reversed dynamics emerges naturally when computing the initial-point current. The
initial-point current in turn emerges when computing the statistics of current correlations, covariances and variances,
since second moments depend on two-point functions, and for the current we need to compute the contributions from
initial and final points of these two-point functions (e.g. compare Eq. (S60)).

We here give a direct proof that the initial-point current is obtained from the dual-reversed current operator

ĵ†x = ĵs(x) − ĵg(x) where ĵs(x) = js(x)/Ps(x) and ĵg(x) = −Ps(x)D∇xPs(x)−1 are the parts of the Fokker-Planck

current ĵx = ĵs(x) + ĵg(x). Later we will also show how this arises as a consequence of the dual-reversal symmetry.
We define the final-point current at y as the mean displacement

jfi(y, t; x, 0)dt ≡ 〈δ(x− x0)δ(y − xt) ◦ dxt〉 , (S6)

yielding

jfi(y, t; x, 0)dt ≡ 〈δ(x− x0)δ(y − xt)dxt〉+
1

2
〈δ(x− x0)d[δ(y − xt)]dxt〉

= [F(y)−D∇y]Px(y, t)dt, (S7)

which agrees with ĵyPx(y, t)dt as required.
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We similarly define the initial-point current at x and calculate

jin(y, t; x, 0)dt ≡ 〈δ(x− x0)δ(y − xt) ◦ dx0〉
= 〈δ(x− x0)δ(y − xt)dx0〉 −D∇xPx(y, t)dt

= ĵxPx(y, t)dt+ 〈δ(x− x0)δ(y − xt)(dx0 − 〈dx0〉)〉 , (S8)

We use ε for dx0 = F(x)dt +
√

2DdW0 (for simplicity and without loss of generality we consider isotropic diffusion

σ =
√

2D1; the proof for non-isotropic diffusion can be done similarly, or can be seen as a consequence of dual-reversal
symmetry (see below)). Then we obtain, denoting a d-dimensional volume integration over ε by

∫
ddε,

〈δ(x− x0)δ(y − xt)(dx0 − 〈dx0〉)〉 = Ps(x)

∫
ddεG(y, t− dt|x + ε)G(x + ε,dt|x)[ε− F(x)dt], (S9)

where we expand

G(y, t− dt|x + ε) ≈ G(y, t− dt|x) + ε · ∇xG(y, t− dt|x)

≈ G(y, t|x)− ∂tG(y, t|x)dt+ ε · ∇xG(y, t|x). (S10)

The first two terms give zero since ε− F(x)dt is symmetric around zero. The last term gives

〈δ(x− x0)δ(y − xt)(dx0 − 〈dx0〉)〉 = Ps(x)

∫
ddε[∇xG(y, t|x) · ε]G(x + ε,dt|x)[ε− F(x)dt]. (S11)

Since dt is small, we may use the short-time propagator [3]

G(x + ε,dt|x) ≈ Gshort(x + ε,dt|x) = (4πDdt)−d/2 exp

[
− [ε− F(x)dt]

2

4Ddt

]
. (S12)

Shifting ε− F(x)dt = w we get, using isotropy from the second to third line,

〈δ(x− x0)δ(y − xt)(dx0 − 〈dx0〉)〉 = Ps(x)

∫
ddwGshort(w,dt|0)[∇xG(y, t|x) · (w + F(x)dt)]w

= Ps(x)

∫
ddwGshort(w,dt|0)[∇xG(y, t|x) ·w]w

= Ps(x)∇xG(y, t|x)

∫
ddwGshort(w,dt|0)w2

1

= Ps(x)∇xG(y, t|x)2Ddt

= −2ĵg(x)Px(y, t)dt. (S13)

Overall we get that the initial point current follows from the dual-reversed current operator

jin(y, t; x, 0) = [̂jx − 2ĵg(x)]Px(y, t) ≡ ĵ†xPx(y, t). (S14)

This proves the second part of Eq. (9) in the Letter.

B. Proof of the dual-reversal symmetry

Let xt obey the Itô equation (S4). We recall the unique decomposition of the drift field F(x) = D{∇x lnPs(x)}+
P−1

s (x)js(x) [4, 5], where curly brackets {·} denote that derivatives act only within {} but not further. The forward
and backward Fokker-Planck equations for the Green’s function read

[∂t +∇x · F(x)−∇x ·D∇x]G(x, t|x′) = 0, [∂t − F(x) · ∇x −∇x ·D∇x]G(x′, t|x) = 0, (S15)

with the initial condition G(x′, 0|x) = δ(x−x′) (for both) and appropriate boundary conditions respectively. Let the
invariant density be limt→∞G(x, t|x′) = Ps(x).

According to [6] the dual transition probability density G†(x′, t|x) is in general defined such that

G†(x′, t|x)Ps(x) = G(x, t|x′)Ps(x
′) (S16)
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holds. It does not need to relate to time-reversal in general. We will prove the following dual-reversal symmetry:

If G(x, t|x′) is the Green’s function of the Itô diffusion xt defined in Eq. (S4) the dual symmetry in Eq. (S16) holds

if and only if G†(x′, t|x) is the Green’s function of x†t – the time-reverse with simultaneous inversion of ĵs(x)→ −ĵs(x).

This symmetry can, as in Eq. (9) in the Letter, be expressed as

Px(y, t) = P js→−js
y (x, t), (S17)

where Px(y, t) ≡ G(y, t|x)Ps(x), and is thus a generalization of the detailed balance condition Px(y, t) = Py(x, t),
that holds for js = 0.

We first prove the necessary (i.e. “only if”) part. Because we are considering a continuous Markov process the
so-called Lindeberg condition is satisfied uniformly in x,x′, t, δt for any ε > 0

lim
δt→0

∫
|x−x′|>ε

ddxG(x′, t+ δt|x, t) = 0. (S18)

Moreover, since the process is assumed to be time-homogeneous G(x′, t+ δt|x, t) = G(x′, δt|x, 0) ≡ G(x′, δt|x).
The condition for Eq. (S16) to hold is a condition on F†(x) and (potentially) D†. Thus, we begin by recalling the

probabilistic definition of F(x) and D (e.g. from the Champman-Kolmogorov equation). Namely, these are defined
by the scaling limits

lim
δt→0
ε→0

1

δt

∫
|x−x′|<ε

ddx(x′i − xi)G(x′, t+ δt|x, t) ≡ Fi(x), (S19)

for each component Fi(x), and

lim
δt→0
ε→0

1

δt

∫
|x−x′|<ε

ddx(x′i − xi)(x
′
j − xj)G(x′, t+ δt|x, t) ≡ 2Dij , (S20)

for the diffusion matrix, where we have tacitly used that we consider additive noise diffusion only (generalizations to
multiplicative noise are straightforward but are not required here). Higher-order coefficients vanish. To see why we
consider the third-order quantity [7]

lim
δt→0
ε→0

1

δt

∫
|x−x′|<ε

ddx(x′i − xi)(x
′
j − xj)(x

′
k − xk)G(x′, t+ δt|x, t) ≡ Cijk(x) +O(ε). (S21)

It follows from the definition in Eq. (S21) that Cijk(x) is symmetric in i, j, k. Let us introduce C(δ,x, t) ≡∑
i,j,k Cijk(x)δiδjδk for some |δ| > 0, such that in turn Cijk(x) = ∂3

δiδjδk
C(δ,x, t)/3!. Then we have using Eq. (S21)

|C(δ,x, t)| = lim
δt→0
ε→0

1

δt

∣∣∣∣∣
∫
|x−x′|<ε

δ · (x′ − x)[δ · (x′ − x)]2G(x′, t+ δt|x, t)ddx

∣∣∣∣∣+O(ε)

≤ lim
δt→0
ε→0

1

δt

∫
|x−x′|<ε
|δ · (x′ − x)| [δ · (x′ − x)]2G(x′, t+ δt|x, t)ddx+O(ε)

≤ ε|δ| lim
δt→0
ε→0

1

δt

∫
|x−x′|<ε

[δ · (x′ − x)]2G(x′, t+ δt|x, t)ddx+O(ε)

= ε|δ|[
∑
ij

2Dijδiδj +O(ε)] +O(ε) = O(ε), (S22)

which by Eq. (S21) implies Cijk(x) = 0. One can analogously show that all higher-order coefficients vanish as well.
Let us now set x′ = x + h. If Eq. (S16) is to hold then also

lim
δt→0
ε→0

1

δt

∫
|h|<ε

ddhhiG
†(x + h, t|x)Ps(x) = lim

δt→0
ε→0

1

δt

∫
|h|<ε

ddhhiG(x, t|x + h)Ps(x + h) (S23)

must hold. The left hand side of Eq. (S23) yields simply (see Eq. (S19)) F†i (x). The right hand side is somewhat
trickier, and we proceed as follows. We write

G(x, t|x + h)Ps(x + h) = G(z− h + h, t|x + h)Ps(x + h) (≡ f(x + h))

= G(x− h, t|x)Ps(x) + h · ∇[G(x− h, t|x)Ps(x)] +O(h2), (S24)
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and therefore

lim
δt→0
ε→0

1

δt

∫
|h|<ε

ddhhiG(x, t|x + h)Ps(x + h)

= −Fi(x)Ps(x) + 2
∑
j

Dij∂xj
Ps(x), (S25)

where we have used Eqs. (S19-S20) and the minus sign is a result of a change of integration variable. Eq. (S25) is
obviously the “backward drift”. Therefore, a necessary condition for Eq. (S16) to hold is (written suggestively)

Ps(x)F†i (x) = −Ps(x)Fi(x) + 2
∑
j

Dij∂xj
Ps(x). (S26)

Since the dual dynamics by construction must have the same invariant density and because the decomposition of
any F(x) into mutually orthogonal conservative and incompressible components is general for any time-homogeneous
ergodic Itô diffusion we must have (note that F and F† are vectors not operators and thus commute with Ps(x)),
F†(x) = D∇x lnPs(x) + Z†(x) (where Z†(x) ·D∇x lnPs(x) = 0) and therefore∑

j

Dij∂xjPs(x) + Z†i (x)Ps(x) = −
∑
j

Dij∂xjPs(x)− (̂js)i(x) + 2
∑
j

Dij∂xjPs(x), (S27)

and it is now not difficult to see that G†(x, t|x′) – the Green’s function of some forward Fokker-Planck equation (to

be determined below) – has invariant density Ps(x) if we have Z(x)†Ps(x) = −ĵs(x) which solves Eq. (S27).
A straightforward calculation along the same lines shows that

lim
δt→0
ε→0

1

δt

∫
|h|<ε

ddhhihjG
†(x + h, t|x)Ps(x) = lim

δt→0
ε→0

1

δt

∫
|h|<ε

ddhhihjG(x, t|x + h)Ps(x + h) (S28)

leads to the trivial condition D† = D. Moreover, higher orders in h vanish as in Eq. (S22). Therefore, the necessary
condition for the dual G†(x, t|x′) to (i) have the same invariant density Ps(x) and (ii) for Eq. (S16) to hold is that

F†(x) = {D∇x lnPs(x)} − P−1
s (x)̂js(x). (S29)

Furthermore, if L̂x is the corresponding forward Fokker-Planck operator with drift F† for G†(x, t|x′) then L̂†x is the
corresponding backward Fokker-Planck operator for G†(x′, t|x). We now show that the necessary condition Eq. (S29)
is also sufficient.

To do so we write

G†(x, t|x′) = G(x′, t|x)
Ps(x)

Ps(x′)
, (S30)

and assume that condition Eq. (S29) holds. The left and right hand side of Eq. (S30) have the same initial condition,
G†(x, 0|x′) = G(x′, 0|x) = δ(x − x′). Plugging G†(x, t|x′) in Eq. (S30) into the forward Fokker-Planck equation
∂tG

†(x, t|x′) = (−∇x · F†(x) +∇x ·D∇x)G†(x, t|x′) we obtain

−∇x · F†(x)G†(x′, t|x) = −
[
G(x′, t|x)∇x · F†(x)Ps(x) + F†(x)Ps(x) · ∇xG(x′, t|x)

]
P−1

s (x′) (S31)

for the drift term, and

∇x ·D∇xG
†(x′, t|x) = ∇x ·D∇xG(x′, t|x)

Ps(x)

Ps(x′)

=

Ps(x)∇x ·D∇xG(x′, t|x) + 2
∑
ij

Dij∂xi
Ps(x)∂xj

G(x′, t|x) +G(x′, t|x)∇x ·D∇xPs(x)

P−1
s (x′). (S32)

Note that the first term in Eq. (S31) and the last term in Eq. (S31) sum to zero since Ps(x) is the stationary solution
of the forward Fokker-Planck equation, i.e.

G(x′, t|x)
[
−∇x · F†(x)Ps(x) +∇x ·D∇xPs(x)

]
P−1

s (x′) = 0, (S33)
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and the remaining terms yield

Ps(x)

Ps(x′)

−F†(x) · ∇xG(x′, t|x) + 2
∑
ij

Dij∂xi
lnPs(x)∂xj

G(x′, t|x) +∇x ·D∇xG(x′, t|x)

 . (S34)

We now substitute Eq. (S29) and rearrange terms to obtain

Ps(x)

Ps(x′)
[F(x) · ∇xG(x′, t|x) +∇x ·D∇xG(x′, t|x)] = ∂tG(x′, t|x)

Ps(x)

Ps(x′)
, (S35)

where in the last step we identified the backward Fokker-Planck equation in Eq. (S15). Thus

∂tG
†(x, t|x′) = ∂tG(x′, t|x)

Ps(x)

Ps(x′)
, (S36)

and since G†(x, t|x′) and G(x′, t|x) have the same initial condition, and since the solutions of the respective Fokker-
Planck equations are unique this shows that the duality in Eq. (S30) holds at all times and we have thus proven that
the condition Eq. (S29) is sufficient. This completes the proof of necessary and sufficient conditions for the dual-reverse
of a time-homogeneous ergodic (additive noise) Itô diffusion. Thus, we have proven the dual reversal-symmetry in
the first part of Eq. (9) in the Letter.

C. Equality of mean paths

We see in the Letter in Fig. 2a that the mean paths of forward- and dual-reversed dynamics between fixed points
overlap. This can be seen as a consequence of the dual-reversal symmetry P js→−js

y (x, t) = Px(y, t) or equivalently

Gjs→−js(x, t|y)Ps(y) = G(y, t|x)Ps(x) as we show here. Consider 0 < τ < t, then the point zτ on the mean path
x→ y is given by an integral over all possible intermediate points zτ = z′ weighted by G(y, t−τ |z′)G(z′, τ |x)/G(y, t|x)
which gives the Chapman-Kolmogorov equation-like expression

G(y, t|x)zτ =

∫
ddz′G(y, t− τ |z′)G(z′, τ |x)z′. (S37)

The corresponding point on the mean dual-reversed path is given by

Gjs→−js(x, t|y)z†τ =

∫
ddz′Gjs→−js(x, τ |z′)Gjs→−js(z′, t− τ |y)z′

=

∫
ddz′G(z′, τ |x)

Ps(x)

Ps(z′)
G(y, t− τ |z′)Ps(z

′)

Ps(y)
z′

=
Ps(x)

Ps(y)
G(y, t|x)zτ

= Gjs→−js(x, t|y)zτ , (S38)

which implies zτ = z†τ for all 0 < τ < t, so the mean paths indeed agree.

D. Initial-point current from dual-reversal – proof via dual-reversal symmetry

From the tangents to the mean paths (see also arrows in Fig. 2a-d in the Letter) we see that the initial-point current
is the reflected final-point current of the dual dynamics,

jin(y, t; x, 0) = −jjs→−jsfi (x, t; y, 0)

= −ĵjs→−jsx P js→−js
y (x, t)

= −[̂jg(x)− ĵs(x)]P js→−js
y (x, t)

= ĵ†xPx(y, t), (S39)

where we used the dual identity P js→−js
y (x, t) = Px(y, t) and the definition ĵ†x = ĵs(x)− ĵg(x). This gives an alternative

to the above proof for the second part of Eq. (9) in the main text
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III. DERIVATION OF THE MEAN, VARIANCE AND CORRELATION RESULTS

In this section we derive Eqs. (7), (10) and (11) in the Letter.

A. Mean of empirical density and current

Expressions for the mean of the empirical density and current are mentioned between Eqs. (4) and (5) in the Letter.
They can either be obtained by the Feynman-Kac approach (see below) or directly from〈

ρU (x, t)
〉

s
=

〈
1

t

∫ t

0

Ux(xτ )dτ

〉
s

=
1

t

∫ t

0

dτ

∫
ddzUx(z)Ps(z)

=

∫
ddzUx(z)Ps(z), (S40)

and using the Itô-Stratonovich correction term and dxτdxTτ = 2Ddτ (where D = σσT /2)〈
JU (x, t)

〉
s

=

〈
1

t

∫ t

0

Ux(xτ ) ◦ dxτ

〉
s

=
1

t

∫ τ=t

τ=0

〈Ux(xτ )dxτ 〉s +
1

t

∫ τ=t

τ=0

1

2
〈dUx(xτ )dxτ 〉s

=

∫
ddzPs(z) [Ux(z)F(z) + D {∇zUx(z)}] dτ

=

∫
ddzUx(z) [F(z)−D∇z]Ps(z)

=

∫
ddzUx(z)js(z). (S41)

Note that if we had assumed an Itô integral instead, we would miss the ∇-term.

B. Feynman-Kac approach

Let us define time-integrated current and density as

It =

∫ τ=t

τ=0

U(xτ ) ◦ dxτ

Rt =

∫ t

0

V (xτ )dτ, (S42)

then,

dIτ = U(xτ ) ◦ dxτ = U(xτ )dxτ + D {∇U}(xτ )dτ

dRτ = V (xτ )dτ. (S43)

We will derive and equation for the characteristic function of the joint distribution of xt, Rt, It via a Feynman-Kac
approach which will then yield the moments (including variances and correlations) via a Dyson series. This formalism
was already applied to the empirical density (under the term of local/occupation time (fraction)) [8–10].

We use Itô’s Lemma in d dimensions for a test function f = f(xt, Rt, It) and Eqs. (S4) and (??),

df =

d∑
i=1

∂f

∂xi
dxit +

∂f

∂R
dRt +

d∑
i=1

∂f

∂Ii
dIit +

1

2

d∑
i,j=1

(
∂2f

∂xi∂xj
dxitdx

j
t

∂2f

∂Ii∂Ij
dIitdI

j
t + 2

∂2f

∂xi∂Ij
dxitdI

j
t

)
=[(∇xf) + (∇If)U(xt)][F(xt)dt+ σdWt] + (∇If)D{∇xU(xt)}dt+ V (xt)∂Rfdt

+
(
∇TxD∇x + U(xt)

2∇TI D∇I + 2U(xt)∇TxD∇I
)
fdt. (S44)
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Dividing by dt gives

d

dt
f(xt, Rt, It) =

[(
F + σ

dWt

dt

)
(∇x + U∇I) + {∇xU}D∇I + V ∂R +∇TxD∇x + U2∇TI D∇I + 2U∇TxD∇I

]
f.

(S45)

Following this formalism, we move towards a Fokker-Planck equation. Employing the conditional probability density
Qt(x, R, I|x0) we write

d

dt
〈f(xt, Rt, It)〉 =

∫
ddx

∫ ∞
0

dR

∫
ddIf(x, R, I)∂tQt(x, R, I|x0)

Itô
=

∫
ddx

∫ ∞
0

dR

∫
ddI Qt(x, R, I|x0)[

F(∇x + U∇I) + {∇xU}D∇I + V ∂R +∇TxD∇x + U2∇TI D∇I + 2U∇TxD∇I
]
f(x, R, I)

IBP
=

∫
ddx

∫ ∞
0

dR

∫
ddI f(x, R, I)

[
−∇xF− UF∇I − {∇xU}D∇I − V ∂R +∇TxD∇x

+ U2∇TI D∇I + 2U∇TxD∇I
]
Qt(x, R, I|x0). (S46)

Thus the Fokker-Planck equation reads

∂tQt(x, R, I|x0) = L̂x,R,IQt(x, R, I|x0) (S47)

with the “tilted” Fokker-Planck operator (for discussion of the term V δ(R) entering at R = 0 see [8])

L̂x,R,I = L̂− UF · ∇I − {∇xU}TD∇I − V ∂R − V δ(R) + U2∇TI D∇I + 2∇TI D∇xU

L̂ = −∇x · F +∇TxD∇x. (S48)

Now take a one dimensional Laplace variable v and a d-dimensional Fourier variable ω = (ω1, . . . , ωd) and Laplace
and Fourier transform Qt(x, R, I|x0)

Q̃t(x, v,ω|x0) =

∫ ∞
0

dR

∫
ddI Qt(x, R, I|x0) exp (−vR− iω · I) . (S49)

C. Dyson expansion

Let the Fokker-Planck operator L̂(x) and the current operator ĵx be defined via

Ġ(x, t|x0) = L̂(x)G(x, t|x0) = −∇x(F(x)−D∇x)G(x, t|x0) = −∇x · ĵxG(x, t|x0). (S50)

The Fourier-Laplace transformed tilted Fokker-Planck operator reads

L̂(x, v,ω) = L̂(x)− vV (x)− iωT · L̂U (x)− U(x)2ωTDω

L̂U (x)
def
= U(x)̂jx −D∇xU(x). (S51)

We now restrict our attention to dynamics starting in the steady state Ps. Extensions of the formalism to any initial
distribution are straightforward and introduce additional transient terms.

The moment generating function/characteristic function reads

P̃RI
t (v,ω|Ps) ≡

〈
e−vRt−iω·It

〉
s

= 1− v 〈Rt〉s − iω · 〈It〉s + ivω 〈RtIt〉s +O(ω2, v2). (S52)

A Dyson expansion gives

eL̂(x1,v,ω)t = 1 +

∫ t

0

dt1eL̂(x1)(t−t1)
[
vV (x1) + iωT · L̂U (x1)

]
eL̂(x1)t1

+

∫ t

0

dt1

∫ t1

0

dt2eL̂(x1)(t−t1)
[
vV (x1) + iωT · L̂U (x1)

]
eL̂(x1)(t1−t2)

[
vV (x1) + iωT · L̂U (x1)

]
eL̂(x1)t2 +O(ω2, v2).

(S53)
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The Dyson expansion allows us to obtain an expansion of the characteristic function (also see [8]). Using that the first

propagation only differs to 1 by total derivatives, and using for the last propagation term eL̂(x1)t2Ps(x1) = Ps(x1), we
obtain

P̃RI
t (v,ω|Ps) =

∫
ddx1 eL̂(x1,v,ω)tPs(x1)

= 1 +

∫
ddx1

∫ t

0

dt1

[
vV (x1) + iωT · L̂U (x1)

]
Ps(x1)

+

d∑
l,m=1

∫
ddx1

∫ t

0

dt1

∫ t1

0

dt2

[
vV (x1) + iωT · L̂U (x1)

]
eL̂(t1−t2)

[
vV (x1) + iωT · L̂U (x1)

]
Ps(x1) +O(ω2, v2).

(S54)

Since G(x2, t|x1) = eL̂(x1)tδ(x1 − x2) we can replace the propagation∫
ddx1f(x1)eL̂(x1)(t1−t2)g(x1) =

∫
ddx1

∫
ddx2f(x2)G(x2, t1 − t2|x1)g(x1), (S55)

which gives

P̃RI
t (v,ω|Ps) = 1 +

∫
ddx1

∫ t

0

dt1

[
vV (x1) + iωT · L̂U (x1)

]
Ps(x1) +

d∑
l,m=1

∫
ddx1

∫
ddx2

∫ t

0

dt1

∫ t1

0

dt2[
vV (x2) + iωT · L̂U (x2)

]
G(x2, t1 − t2|x1)

[
vV (x1) + iωT · L̂U (x1)

]
Ps(x1) +O(ω2, v2). (S56)

Comparing the definition of the characteristic function Eq. (S52) with the result Eq. (S56) from the Dyson expansion,

we obtain the moments and correlations of the empirical density ρU (y, t) and current JU (x, t).
The first moments give the same expressions as obtained in Eqs. (S40) and (S41). For second moments we use

U = Ux, V = Uy and

1

t2

∫ t

0

dt1

∫ t1

0

dt2f(t1 − t2) =
1

t

∫ t

0

dt′
(

1− t′

t

)
f(t′), (S57)

and the notation (for convenience we change x1,x2 → z, z′)

Îtxy[·] =
1

t

∫ t

0

dt′
(

1− t′

t

)∫
ddz

∫
ddz′Ux(z)Uy(z′)[·], (S58)

to obtain the known result [8, 10],〈
ρU (x, t)ρU (y, t)

〉
s

= Îtxy[Pz′(z, t
′) + Pz(z′, t′)], (S59)

which is shown in Eq. (7) in the Letter.
Integrating by parts and using that all quantities vanish at infinity, the correlation of Rt and It can be written as〈

JU (x, t)ρU (y, t)
〉

s
=

1

t2
〈ItRt〉s

=
1

t

∫ t

0

dt′
(

1− t′

t

)∫
ddz

∫
ddz′

[
L̂Ux(z)G(z, t′|z′)Uy(z′) + Uy(z)G(z, t′|z′)LUx(z′)

]
Ps(z

′)

=
1

t

∫ t

0

dt′
(

1− t′

t

)∫
ddz

∫
ddz′

[
Ux(z)̂jzG(z, t′|z′)Uy(z′) + Uy(z)G(z, t′|z′)[Ux(z′)̂jz′ −D∇yUx(z′)]

]
Ps(z

′)

= Îtxy [̂jzPz′(z, t
′) + ĵs(z)Pz(z′, t′) + DPs(z)∇xPs(z)−1Pz(z′, t′)]

= Îtxy [̂jzPz′(z, t
′) + j̃zPz(z′, t′)]. (S60)

This proves the correlation result. Eq. (10) in the Letter. Since we know that j̃zPz(z′, t′) is the initial point current
at z of trajectories from z to z′, this is a natural generalization of the second moment of the density Eq. (S59). All
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final-point currents of trajectories that hit first y and a time t′ later x, and all initial-point currents of trajectories

that hit first x and then y contribute to the correlation of JU (x, t) and ρU (y, t).
To obtain the current correlations, we need to have a tilted generator with Fourier variables ω,ω′ corresponding to

It =
∫ τ=t

τ=0
U(xτ ) ◦ dxτ and I′t =

∫ τ=t

τ=0
V (xτ ) ◦ dxτ , which can be by the same formalism derived as

L̂(x,ω,ω′) = L̂− iωT · L̂U (x)− iω′
T · L̂V (x)− U(x)2ωTDω − V (x)2ω′

T
Dω′ − 2U(x)V (x)ωTDω′

L̂U (x)
def
= U(x)̂jx −D∇xU(x). (S61)

The second moment for the scalar product of currents (trace of covariance matrix) is given by the terms that are first
order in both ω and ω′〈

JU (x, t) · JU (y, t)
〉

s
=

1

t2
〈It · I′t〉s =

2TrD

t

∫
ddz Ux(z)Uy(z)Ps(z)

+
1

t

∫ t

0

dt′
(

1− t′

t

)∫
ddz

∫
ddz′

[
L̂Ux(z)G(z, t′|z′) · L̂Uy(z′)Ps(z

′) + L̂Uy(z′)G(z′, t′|z) · L̂Ux(z)Ps(z)
]
. (S62)

Take the first term in the last integral. Up to gradient terms (=̂) (that vanish upon integration) we have the equalities

L̂U (z)G(z, t′|z′) · L̂V (z′)Ps(z
′) = U(z)̂jzG(z, t′|z′) · [V (z′)̂js(z

′)− Ps(z
′)D∇yPs(z

′)−1 −D∇yV (z′)]Ps(z
′)

=̂U(z)V (z′)̂jz · [̂js(z′)Ps(z
′) + Ps(z

′)D∇y]G(z, t′|z′)

= U(z)V (z′)̂jz · j̃z′Pz′(z, t). (S63)

Similarly for the second term (more precisely z↔ z′ and U ↔ V ) we get the result〈
JU (x, t) · JU (y, t)

〉
s

=
2TrD

t

∫
ddz Ux(z)Uy(z)Ps(z) + Îtxy

[̂
jz · j̃z′Pz′(z, t) + ĵz′ · j̃zPz(z′, t)

]
. (S64)

This proves the variance result. Eq. (11) in the Letter. Comparing with Eqs. (S59) and(S60), this is the next
generalization with contributions from currents at final and initial points from all trajectories from x to y and y to x
in all times t′ ≤ t. The first extra term is purely diffusive and emerges in the overlap of Ux and Uy for t′ = t2− t1 = 0
from the non-vanishing dWt1dWt2 6= 0 term in the above derivation.

IV. LIMIT TO DELTA FUNCTION

We now take the limit to very small window sizes which will turn out to depend only on the properties of the
two-point functions Px(y, t′) for small time differences t′ = t2− t1. This allows us to derive the bounds in Eqs. (12-13)
in the Letter. We consider normalized window functions such that for a window size h → 0 the window function
becomes a delta distribution Ux(z)→ δ(x− z).

A. Density variance

From the second moment of the density Eq. (S59) and mean Eq. (S40) with varxρ(t) ≡
〈
ρU (x, t)2

〉
s
−
〈
ρU (x, t)

〉2

s
,

we have

varxρ(t) = 2Îtxx[Pz′(z, t
′)− Ps(z)Ps(z

′)]. (S65)

For window size h→ 0 the mean remains finite such that Îtxx[Ps(z)Ps(z
′)]

h→0−→ −2Ps(x)2 = O(h0). Now consider

Îtxx[Pz′(z, t
′)] =

1

t

∫ t

0

dt′
(

1− t′

t

)∫
ddz

∫
ddz′Ux(z)Ux(z′)Pz′(z, t

′). (S66)

For t′ > ε > 0, Pz′(z, t
′) is bounded and thus

∫
ddz

∫
ddz′Ux(z)Ux(z′)Pz′(z, t

′) is bounded by ||Pz′(z, ε)||∞ = O(h0).
Contributions diverging for h → 0 can thus only come from the t′ → 0 part of the integral, i.e. from small time
differences t′ = t2 − t1 (but not small absolute time t) in the Dyson series. To get the dominant divergent
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contribution, we can thus set 1− t′/t→ 1 and replace the two-point function Pz′(z, t
′) by the short time propagator

Py(z, t′)→ Ps(z
′)Gshort(z, t

′|z′) which reads (for simplicity take D = D1, which we generalize later) [3]

Gshort(z, t
′|z′) = (4πDt′)−d/2 exp

[
− [z− z′ − F (z′)t′]

2

4Dt′

]

= (4πDt′)−d/2 exp

[
− [z− z′]

2

4Dt′
+

2(z− z′) · F(z′)t′

4Dt′
+O(t′)

]
z≈z′
≈ (4πDt′)−d/2

[
1 +

1

4D
(z− z′) · F(z′)

]
exp

[
− [z− z′]

2

4Dt′

]
. (S67)

We write for t′ → 0, z− z′ → 0,

Gshort,2 ≡ (4πDt′)−d/2
[
1 +

1

2D
(z− z′) · F(z′)

]
exp

[
− [z− z′]

2

4Dt′

]

Gshort,3 ≡ (4πDt′)−d/2 exp

[
− [z− z′]

2

4Dt′

]
, (S68)

where Gshort,2 can be replaced by Gshort,3 (since z− z′ is small) if Gshort,3 does not give zero in the integrals..
For Gaussian indicator functions

Ux(z) = (2πh2)−d/2 exp

[
− (z− x)2

2h2

]
, (S69)

we obtain for the spatial integrals∫
ddz

∫
ddz′Ux(z)Ux(z′)Gshort,3(z, t′|z′)Ps(z

′)Ps(x)

∫
ddz

∫
ddz′Ux(z)Ux(z′)Gshort,3(z, t′|z′)

= Ps(x)(2πh2)−d(4πDt′)−d/2
∫

ddz

∫
ddz′ exp

[
− (z− z)2

2h2
− (z′ − z)2

2h2
− (z− z′)2

4Dt′

]
= Ps(x)(2πh2)−d(4πDt′)−d/2

(∫
dx1

∫
dy1 exp

[
− x2

1

2h2
− y2

1

2h2
− (x1 − y1)2

4Dt′

])d

= Ps(x)

 √
2Dh2t′ + h4

2
√
πh2
√

2Dt′ + h2

√
Dt′

h2 + 1

d

= Ps(x)(4π)−d/2(Dt′ + h2)−d/2. (S70)

This implies, throughout denoting by ' asymptotic equality in the limit h→ 0 (i.e. equality of the largest order),

Îtxx[Pz′(z, t
′)] ' (4π)−d/2

Ps(x)

t

∫ t

0

dt′(Dt′ + h2)−d/2

= (4π)−d/2
Ps(x)

t
×

−
h2−d

D(1− d
2 )

+
(D+h2)

1− d
2

D(1− d
2 )

for d 6= 2

− log (h2)
D +

log (D+h2)
D otherwise

' (4π)−d/2
2Ps(x)

Dt
×

{
h2−d

d−2 for d > 2

− log (h) for d = 2
. (S71)

This gives for Gaussian U with width h the result

varxρ(t)
h→0' (4π)−d/2

4Ps(x)

Dt
×

{
h2−d

d−2 for d > 2

− log (h) for d = 2
, (S72)
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where only the numerical prefactor changes if we choose other indicator functions, since the relevant part (close to x)
of any finite size window function can be bounded from above and below by Gaussian window functions.

If D is not isotropic we transform to coordinates where the diffusion matrix is diagonal, D = diag(D1, . . . , Dd)
where we then need to integrate ∫ t

0

dt′
d∏
i=1

(Dit
′ + h2)−1/2, (S73)

which can be bounded by

(max
j

(Dj)t
′ + h2)−1/2 ≤ (Dit

′ + h2)−1/2 ≤ (min
j

(Dj)t
′ + h2)−1/2, (S74)

implying that in the final result D can be replaced by D̃ ∈ [min(Di),max(Di)],

varxρ(t)
h→0' (4π)−d/2

4Ps(x)

D̃t
×

{
h2−d

d−2 for d > 2

− log (h) for d = 2
. (S75)

The entries Di of the diagonalized D are the eigenvalues, hence in general D̃ ∈ [λmin, λmax] is bounded by the lowest
and highest eigenvalues λmin and λmax of the matrix D.

B. Correlation of current and density

Now consider the small-window limit for correlations with x = y defined as Cxx
Jρ (t) ≡

〈
JU (x, t)ρU (y, t)

〉
s
−〈

JU (x, t)
〉

s

〈
ρU (y, t)

〉
s
, given according to Eq. (S60) by

Cxx
Jρ (t) =Îtxx

[̂
jzPz′(z, t

′) + j̃zPz(z′, t′)− 2js(z)Ps(z
′)
]
. (S76)

Recall that ĵz = F(z) −D∇z. As always the term involving the mean values is finite for h → 0. We first look at

Îtxx [̂jzPz′(z, t
′)], again first for isotropic diffusion D = D1.

Here we have to use Gshort,2, see Eq. (S68), since the integrals over Gshort,3 vanish. Hence consider

Îtxx [̂jzPz′(z, t
′)] =

1

t

∫ t

0

dt′
(

1− t′

t

)∫
ddz

∫
ddz′Ux(z)Ux(z′)̂jzPz′(z, t

′)

' Ps(x)

t

∫ t

0

dt′
∫

ddz

∫
ddz′Ux(z)Ux(z′)[F(z)−D∇z]Gshort,2(z, t′|z′), (S77)

where we can use Îtxx[F(z)Pz′(z, t
′)] ' F(x)Îtxx[Pz′(z, t

′)] ' F(x)× (S71) and we compute

∇zGshort,2(z, t′|z′)

= (4πDt′)−d/2
[
1 +

1

2D
(z− z′) · F(z′)

]
∇z exp

[
− [z− z′]

2

4Dt′

]
+ (4πDt′)−d/2

F(z′)

2D
exp

[
− [z− z′]

2

4Dt′

]

= −(4πDt′)−d/2
[
1 +

1

2D
(z− z′) · F(z′)

]
z− z′

2Dt′
exp

[
− [z− z′]

2

4Dt′

]
+ (4πDt′)−d/2

F(z′)

2D
exp

[
− [z− z′]

2

4Dt′

]
. (S78)

By symmetry, the spatial integrals over (z− z′) exp

[
− [z−z′]

2

4Dt′

]
vanish and we are left to compute

−D
∫

ddz

∫
ddz′Ux(z)Ux(z′)∇zGshort,2(z, t′|z′)

' −D(4πDt′)−d/2
∫

ddx

∫
ddyU(x)U(y)

(
− [(x− y) · F(y)](x− y)

4D2t′
+

F(z′)

2D

)
exp

[
− [z− z′]

2

4Dt′

]
, (S79)



13

where the second term gives − 1
2F(x)Îtxx[Pz′(z, t

′)]. The remaining term, noting that F(z′) ' F(x) and integrating
out all directions except k for the Fk(x) component (by symmetry (zi−z′i)(zj−z′j) integrate to zero if i 6= j), becomes

(4πDt′)−d/2

4Dt′

∫
ddz

∫
ddz′Ux(z)Ux(z′)[(z− z′) · F(x)](z− z′) exp

[
− [z− z′]

2

4Dt′

]

=
F(x)

4Dt′

∫
dz1

∫
dz′1U

1(z1)U1(z′1)(z1 − z′1)2Gshort,3,one−dim(z1, t
′|z′1)

=
F(x)

4Dt′
Dh2t′

√
π (Dt′ + h2)

3
2

=
F(x)h2

4
√
π (Dt′ + h2)

3
2

. (S80)

This term is subdominant as we see from the time integral

Îtxx[−D∇zPz′(z, t
′)] ' −F(x)

2
Îtxx[Pz′(z, t

′)] +
Ps(x)F(x)h2

4
√
πt

∫ t

0

dt′
(
Dt′ + h2

)− 3
2︸ ︷︷ ︸

h−1

' −F(x)

2
Îtxx[Pz′(z, t

′)]. (S81)

Hence, overall we get

Îtxx [̂jzPz′(z, t
′)] =

F(x)

2
Îtxx[Pz′(z, t

′)]. (S82)

The generalization to non-isotropic D only changes Îtxx[Pz′(z, t
′)] but Eq. (S82) is retained.

Now consider Îtxx [̂j†zPz(z′, t′)]. Since this involves derivatives of both G and Ps (at the initial point) we instead take

the form ĵ†z = ĵs(z) − ĵg(z) = js(z)/Ps(z) + DPs(z)∇zPs(z)−1 such that ĵ†zPz(z′, t′) = [js(z) + DPs(z)∇z]G(z′, t′|z)
giving

Îtxx [̂j†zPz(z′, t′)] =
1

t

∫ t

0

dt′
(

1− t′

t

)∫
ddz

∫
ddz′Ux(z)Ux(z′)[js(z) +DPs(z)∇z]G(z′, t′|z)

' js(x)

Ps(x)
Îtxx[Pz(z′, t′)] +DPs(x)

∫ t

0

dt′
∫

ddz

∫
ddz′Ux(z)Ux(z′)∇zGshort,2(z′, t′|z), (S83)

where (note that Gshort,3(z, t′|z′) = Gshort,3(z′, t′|z))

∇zGshort,2(z′, t′|z)

= (4πDt′)−d/2
[
1 +

1

2D
(z′ − z) · F(z′)

]
∇z exp

[
− [z− z′]

2

4Dt′

]
+ (4πDt′)−d/2

−F(z)

2D
exp

[
− [z− z′]

2

4Dt′

]

= −(4πDt′)−d/2
[
1 +

1

2D
(z− z′) · F(z′)

]
z− z′

2Dt′
exp

[
− [z− z′]

2

4Dt′

]
− F(z′)

2D
Gshort,3(z′, t′|z). (S84)

As before, asymptotically only the last term contributes, giving

Îtxx [̂j†zPz(z′, t′)] ' js(x)

Ps(x)
Îtxx[Pz(z′, t′)] +DPs(x)

∫ t

0

dt′
∫

ddz

∫
ddz′Ux(z)Ux(z′)∇zGshort,2(z′, t′|z)

' js(x)

Ps(x)
Îtxx[Pz(z′, t′)] +DPs(x)

∫ t

0

dt′
∫

ddz

∫
ddz′Ux(z)Ux(z′)

−F(z′)

2D
Gshort,3(z′, t′|z)

'
[

js(x)

Ps(x)
− F(x)

2

]
Îtxx[Pz(z′, t′)]. (S85)

Overall, this gives for the correlation result (same form for non-isotropic diffusion)

Cxx
Jρ (t)

h→0' js(x)

Ps(x)
Îtxx[Pz(z′, t′)] ' js(x)

2Ps(x)
varxρ(t). (S86)

Eqs. (S83), (S85) and (S86) prove the equations between Eq. (12) and (13) in the Letter.
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C. Current variance

We now turn to the current variance result, see Eq. (S64) for x = y,

varxJ(t) =
2TrD

t

∫
ddzUx(z)Ux(z)Ps(z) + 2Îtxx

[̂
jz · j̃z′Pz′(z, t

′)− js(z) · js(z′)
]
. (S87)

The first term for h→ 0 gives

2TrD

t

∫
ddxUx(z)Ux(z)Ps(z) ' 2TrD

t
Ps(x)Uhx (x), (S88)

where Uhx (x) ∝ h−d is the height of the delta-function approximation, e.g. Uhx (x) = (2π)−d/2h−d for Gaussian Ux. In
the derivation above this term occurred from cross correlations dWt1dWt1 = dt′ 6= 0 in the noise part, hence it can
be seen to come from zero time-differences t′ = t2 − t1 = 0. Such a term does not appear in the density variance or
density-current correlation since there dt1dt2 = 0 and dt1dWt2 = 0 would occur instead of dWt1dWt2 .

Due to the fast h−d divergence, the dominant limit does not depend on terms with no or only one derivative since
they were shown to scale at most as h2−d. The only new term is the second derivative for which we see that∫ t

0

dt′D∇z · (−∇z′)Gshort,3(z, t′|z′)

=

∫ t

0

D∇2
zGshort,3(z, t′|z′)

=

∫ t

0

dt′∂t′Gshort,3(z, t′|z′)

= [Gshort,3(z, t′|z′)]t0
= Gshort,3(z, t|z′)− δ(z− z′), (S89)

such that

Îtxx
[̂
jz · j̃z′Pz′(z, t

′)
]
' −D2Ps(x)

t

∫ t

0

dt′
∫

ddz

∫
ddz′Uhx (z)Uh(z)∇z · ∇z′Gshort,3(z, t′|z′)

' −DPs(x)

t

∫
ddz

∫
ddz′Uhx (z)Uh(z′)δ(z− z′)

' −DPs(x)

t
Uh(x). (S90)

For non-isotropic D 6= D1, we move the basis where D is diagonal where

D2∇z · ∇z′ −→
d∑
i=1

D2
i ∂zi∂zi′ . (S91)

The operator we need is ∇zD∇z′ =
∑
iDi∂zi∂zi′ so we bound one of the Di in D2

i by D′ ∈ [min(Di),max(Di)] such
that we get

Îtxx
[̂
jz · j̃z′Pz′(z, t

′)
]
' −D′Ps(x)

t
Uh(x). (S92)

Since TrD =
∑
iDi we have D̃′ ≡ TrD−D′

d−1 ∈ [min(Di),max(Di)] and we can write

varxJ(t) ' 2TrD

t
Ps(x)Uh(x)− 2D′

Ps(x)

t
Uh(x) =

2D̃′

t
Ps(x)(d− 1)Uh(x), (S93)

where Uh(x) ∝ h−d. This proves Eq. (13) in the Letter. Thus, we see that the current fluctuations diverge for h→ 0,
except in one-dimensional space where d− 1 = 0.
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D. Limit to delta function in the one-dimensional case

In the one-dimensional case, the variance of empirical density and current remain finite for h→ 0 which allows to
take the limit to Ux(x′) = δ(x − x′). In terms of the stochastic integrals, the one-dimensional case is much simpler,

since any one-dimensional function Ux(x′) possesses an antiderivative – a primitive function Ux(x′) =
∫ x′

Ux(x′′)dx′′

such that Ux(x′) = ∂x′Ux(x′). This implies for the Stratonovich integral that

tJU (x, t) =

∫ t

0

Ux(xτ ) ◦ dxτ = Ux(xt)− Ux(x0). (S94)

Thus, the stochastic current is no longer a functional but only a function of the initial- and end-point of the trajectory.
Its moments are directly accessible, e.g.〈

JU (x, t)
〉

s
=

1

t2

〈
[Ux(xt)− Ux(x0)]

2
〉

s
=

1

t2

∫
dz

∫
dz′ [Ux(z)− Ux(z′)]

2
Pz′(z, t). (S95)

If U is Gaussian, then Ux is the error function such that [Ux(x)− Ux(y)]
2 ≤ 1 and thus

〈
JU (x, t)

〉
s
≤ 1/t2. This also

holds in the limit of a delta function where the primitive function becomes a Heaviside step function and we get that
the current can only be 0 or ±t−2, see Fig. S1. The current defined with a delta-function at x simply counts the net
number of crossing through x such that all crossings except maybe one cancel out. To obtain a 1/t-term as in large
deviations one would need to have a steady-state current which could e.g. be achieved by generalizing to periodic
boundary conditions. Then the current would depend on the initial and final point and, in addition, also on the net
number of crossings of the full interval between the boundaries of the system.

Fig. S1 shows the time-integrated density and current, i.e. the empirical density and current Eq. (S1) multiplied
by the total time t. Fluctuations remain in the same order of magnitude for h→ 0 (see Fig. S1c,e). We see that the
time-integrated current is bounded by 1 which is due to the fact that it simply counts the net number of crossings.
According to Eq. (S94) it only depends on the initial-point x0 and end-point xt, in this case x10.

FIG. S1. (a) One-dimensional Brownian motion in a harmonic potential (see Eq. (S99) in 1d with r =
√

2 and D = 1)
starting at x0 = 0 and ending at x10 = 0.62. (b) Time-integrated density of the trajectory in (a) as a function of x for
normalized window function Ux(x′) = h−11|x−x′|≤h/2 with width h = 0.3. The dashed line shows the expectation value of the
time-integrated density conditioned on x0 = 0. (c) As in (b) with width h = 0.001. (d) Time-integrated current for window
as in (b) width h = 0.3. The dashed line shows the expectation value of the time-integrated current conditioned on x0 = 0.
(e) As in (d) for width h = 0.001.
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V. CONNECTION TO LARGE DEVIATION THEORY

Recall the notation (Eq. (6) in the Letter)

Îtxy[·] =
1

t

∫ t

0

dt′
(

1− t′

t

)∫
ddz

∫
ddz′Ux(z)Uy(z′)[·]. (S96)

We have
∫∞
t′

dt′′[Py(x, t′′) − Ps(x)] → 0 for t′ → ∞ since Py(x, t′)
t′→∞−→ Ps(x) and ĵxPy(x, t′)

t′→∞−→ js(x) with

exponentially decaying deviations. This implies that for large t, we can replace 1
t

∫ t
0

dt′
(

1− t′

t

)
by 1

t

∫∞
0

dt′ in the

results Eqs. (7) and (11) in the Letter (i.e. Eqs. (S59) and (S64) after we subtract the squared mean). Thus, we
see that the variance results all scale as 1/t for large t. This replacement of integrals and the scaling are confirmed
by a spectral expansion [8] and the 1/t-scaling for large times is expected from the central limit theorem and large
deviation theory.

According to the central limit theorem, the probability distributions p(At = a) for At = ρU (x, t) and At = JU (x, t)
become Gaussian for large t such that we obtain the large deviation rate function

I(a) = − lim
t→∞

1

t
ln p(At = a) =

(a− µ)2

2σ2
A

, (S97)

where the mean µ is given by Eq. (S40) or Eq. (S41) and the large deviation variance σ2
A follows by the above

arguments from Eqs. (S59) and (S64) for x = y as

σ2
ρU
≡ lim
t→∞

t varxρ(t) = 2

∫ ∞
0

dt′
∫

ddz

∫
ddz′Ux(z)Ux(z′) [Pz′(z, t)− Ps(z)Ps(z

′)]

σ2
JU
≡ lim
t→∞

t varxJ(t) = 2TrD

∫
ddz U2

x(z)Ps(z) + 2

∫ ∞
0

dt′
∫

ddz

∫
ddz′Ux(z)Ux(z′)

[̂
jz · j̃z′Pz′(z, t)− js(z)js(z

′)
]
.

(S98)

For any Lebesgue integrable window function U (i.e. if the window size h fulfills h > 0), and in d = 1 even for the
delta-function, this variance is finite and the central limit theorem applies as described above. The parabolic rate

function for a two dimensional system with finite window size h > 0 is shown for the density ρU (x, t) and current

JU (x, t) in Fig. S2. The agreement of the simulation and the predicted variance Eq. (S98) is well confirmed.
If we instead take h → 0 or h = 0 in multi-dimensional space d ≥ 2, the variances diverges (see Eqs. (S75) and

(S93)). Thus, the central limit theorem no longer applies, allowing for non-Gaussian statistics [11]. Fig. S3 depicts

the distribution of the empirical density ρU (x, t) in a fixed point x for different times t and window sizes h. We see
that the distribution becomes non-Gaussian for small h, in particular the most probable value departs from the mean
and approaches 0. Even though a Gaussian distribution is restored for longer times (see Fig. S3b), for even smaller
window sizes the distribution again becomes non-Gaussian (see Fig. S3c).

For h = 0, ρU (x, t) = 0 is the most probable value for all t ,whereas
〈
ρU (x, t)

〉
s
6= 0, implying non-Gaussian

statistics. In the language of large deviations, this means that the rate function is not parabolic and in particular
that the probability density does not concentrate around the mean. This behavior can be understood in terms of the
recurrence time, i.e. the time it takes to revisit the window covered by U . Since the probability of Brownian motion
to hit a certain point in d-dimensional space is exactly zero for d ≥ 2, the recurrence time diverges as h → 0 (i.e.
Ux(x′)→ δ(x− x′)) for d ≥ 2. To apply the central limit theorem, many visits of the window are required, which is
for h = 0 not possible, not even for arbitrarily large t.

However, even in the limit h→ 0 (i.e. Ux(x′)→ δ(x−x′)), the probability distributions of ρU (x, t) and JU (x, t) are
still normalized and have finite means Ps(x) and js(x). The divergent variance implies power-law tails with exponent

α ≤ 3 [11]. The normalization implies α > 1 and since the empirical density is non-negative ρU (x, t) ≥ 0 the finite
mean implies α > 2.

For h = 0 in d ≥ 2 where the central limit theorem does not apply, the rate function I(a) = − limt→∞
1
t ln p(At = a),

could be everywhere 0 or∞ since if ln p(At = a) does not become linear in t, i.e. p(At = a) is sub- or super-exponential
in t [12]. If p(At = a) is exponential in time, then the power-law tails imply that I(a) is logarithmic and therefore not
convex. In any of those cases, power law tails are not compatible with strictly convex rate functions and therefore a
rate function for an empirical density or current with Ux(x′) = δ(x− x′) cannot be obtained from the Gärtner-Ellis
theorem (since then it would be strictly convex [12]). This implies the necessity to modify some existing interpretations
of large deviations of empirical currents and densities in continuous multidimensional space [2, 13, 14].
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FIG. S2. (a) Simulation of the probability density function of the empirical density ρU (x, t) for x = (0, 1) and Gaussian window
function Ux(x′) with width h = 0.5. The underlying process is the two-dimensional driven Ornstein-Uhlenbeck process Eq. (S99)
with r = D = 1 and Ω = 3 with x0 from the steady state. Colors of lines and symbols throughout denote t = 40, 60, 80, 100
from dark to bright. The simulated probability density were obtained from histograms of 2 × 104 trajectories for each set of
parameters. (b) Parabolic rate function with variance from Eq. (S98) (line) and simulated rate function − 1

t
lnP [ρU (x, t) = ρ]

for t = 40, 60, 80, 100 (symbols). (c) Curves from (b) shifted to zero at the mean ρ = 〈ρU (x, t)〉s. (d-f) As in (a-c) but for the

current JU instead of the density ρU .

FIG. S3. Simulation of the probability density function of the empirical density ρU (x, t) for x = (0, 1) and Gaussian window
function Ux(x′) with width h for the two-dimensional driven Ornstein-Uhlenbeck process Eq. (S99) with r = D = 1 and Ω = 3
with x0 from the steady state. The simulated probability density were obtained from histograms of 2 × 105 trajectories for
each set of parameters.

VI. NUMERICAL AND ANALYTICAL EVALUATION USED FOR THE FIGURES

This section gives further parameters and all details necessary to reproduce all figures in the Letter and the SM.
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A. Analytical results for the two-dimensional Ornstein-Uhlenbeck process

For the two-dimensional numerical and analytical results shown in Fig. 2 and 3 in the Letter and Fig. S2 and S3,
we use the two-dimensional Ornstein-Uhlenbeck process given by the Langevin equation

dxt = Frot(xt)dt+
√

2DdWt, (S99)

with drift field Frot(x) = −Θx where Θ =

[
r −Ω
Ω r

]
, r > 0. The drift part splits into

Frot(x) = −D{∇φ(x)}+ js(x)/Ps(x), (S100)

with potential φ(x) = r
2DxTx and steady-state density and current

Ps(x) =
r

2πD
e−r

xT x
2D

js(x) = (F−D∇x)Ps(x) = ΩPs(x)

[
x2

−x1

]
. (S101)

A straightforward left-right decomposition [7] gives the propagator/two-point function

G(x, t′|x0) =
r

2πD(1− e−2rt′)
exp


−r
(

x− e−rt
′
[

cos(Ωt′) sin(Ωt′)
− sin(Ωt′) cos(Ωt′)

]
x0

)2

2D(1− e−2rt′)


P (x, t′; x0, 0) = G(x, t′|x0)Ps(x0). (S102)

We then analytically solve the necessary Gaussian integrals for Gaussian window functions

Ux(z) = (2πh2)−d/2 exp

[
− (z− x)2

2h2

]
, (S103)

and numerically solve the remaining t′-integral in Eq. (S96). This enables a very fast and stable (even for very small
coarse graining where numerical spatial integrals would eventually fail) computation of the second moments shown
in Figures 2 and 3. The analytical integrals were performed with the Python-based computer algebra system SymPy
[15]. To give an example, we now show the computation of one of the terms in Eq. (S64) (other terms similarly).

We start e.g. with the spatial integrals∫
d2x

∫
d2x0V (x)U(x0)j2

s (x)j2
s (x0)G(x, t|x0)Ps(x0), (S104)

where we we set x = (x1, x2),x0 = (x3, x4) such that j2
s (x) = −Ωx1 and j2

s (x0) = −Ωx3 and we use constants {ci} to
write

V (x) =
c1
π

e−c1((x1−y1)2+(x2−y2)2)

U(x0) =
c2
π

e−c2((x3−y3)2+(x4−y4)2)

Ps(x0) =
c3
π

e−c3(x
2
3+x2

4)

G(x, t|x0) =
c4
π

e−c4((c5x3+c6x4−x1)2+(c5x4−c6x3−x2)2). (S105)

Integrating from −∞ to ∞ over x3 and x4 gives (Gaussian integrals with c1, c2, c3, c4 > 0)∫
d2x0V (x)U(x0)j2

s (x)j2
s (x0)G(x, t|x0)Ps(x0) =

Ω2c1c2c3c4x1 (c2y3 + c4c5x1 − c4c6x2)

π3 (c2 + c3 + c4c25 + c4c26)
2 ×

e
c22y2

4+2c2c4y4(c5x2y4+c6x1)+c24(c5x2+c6x1)2+(c2y3+c4c5x1−c4c6x2)2

c2+c3+c4c25+c4c26
−c1x2

1+2c1x1y1−c1x2
2+2c1x2y2−c1(y21+y22)−c2(y23+y24)−c4(x2

1+x2
2)
.

(S106)
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To integrate over x1 and x2, we simply use (a4, a5 > 0)∫ ∞
−∞

dx1

∫ ∞
−∞

dx2

(
a1x1 + a2x

2
1 + a3x1x2

)
e−a4x

2
1−a5x

2
2+a6x1+a7x2+a8

=
π
(
2a1a4a5a6 + a2a5

(
2a4 + a2

6

)
+ a3a4a6a7

)
e

4a5a8+a2
7

4a5
+

a2
6

4a4

4a
5
2
4 a

3
2
5

. (S107)

Equations for the {ai} in terms of the {ci} can be read off Eq. (S106) and the {ci} contain all parameter dependencies
of the process, including the t′. The t′-integration is then performed numerically.

B. Details and simulation parameters for figures in the Letter

The process in Fig. 1 in the Letter is simulated as a free two-dimensional Brownian motion. Numerical Stratonovich
integration gives the empirical density and current. The times shown are τ−1 = 1.14, τ+

1 = 3.83, τ−2 = 6.54, τ+
2 = 6.80.

The process in Fig. 2a-d in the Letter is the shear flow with F(x, y) = 2xŷ and D = 1 from (0, 0) to (2, 0) in total
time 1. It is simulated with time step size dt = 0.02 as Brownian bridge in x-direction (exactly hits 2 after time 1) and
then pick trajectories that hit yfinal = 0 with deviation less than 0.02. Time-reversed and dual reversed trajectories
are similarly from (2, 0) to (0, 0) with same or inverted shear. For each transition around than 11, 000 − 12, 000
trajectories were considered. Arrows are in direction of the first/last step in discretized time.

The trajectory in Fig. 2e in the Letter is sampled from an Ornstein-Uhlenbeck process Eq. (S99) with Ω = 3, r =
D = 1 and total time t ≈ 37.

The correlation results shown in Fig. 2f-g in the Letter are computed analytically up to one numerical time inte-
gration as described above. The mean trajectory depicted in 2f is, as can be seen from Eq. (S102), given by

µx0(t) = e−rt
[

cos(Ωt) sin(Ωt)
− sin(Ωt) cos(Ωt)

]
x0. (S108)

The simulations in Fig. 3 in the Letter are performed with time step dt = 10−4 and 8192 repetitions for 3a 4096
repetitions for 3b. All simulations are performed by discretizing Eq. (S99) and sampling the initial point x0 from the
steady-state distribution Ps(x). Additional parameters in 3c are h = 1, 0.25, 0.03 from dark to bright.
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